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Abstract

With the progress of science and technology, the image data is increasing rapidly, including network image, video, etc. How to manage a large number of image data effectively is a challenge for researchers. Image clustering algorithm is used to manage the image data and classify data information. In this paper, we propose an image clustering algorithm based on support vector machine and hidden Markov model. Markov model can establish the mathematical relationship between image pixels in different layers, and we can predict the clustering result and the clustering center. Support vector machine is a new kind of machine learning algorithm based on statistical learning theory, which can find the optimal classification hyperplane in high dimensional feature space through optimum solution. Based on the basic theory of support vector machine, a remote sensing image classifier based on support vector machine is established. Experimental results show that the accuracy of image classification using SVM is obviously superior than that neural network based algorithm and maximum likelihood algorithm.
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Introduction

With the rapid development of information technology, a large amount of multimedia information, especially the image information has emerged. The large amount of data of image information, the diversity of content and the characteristic of non-structure have seriously affected the people' effective use of image information. So the clustering of massive image information has become an important research direction of image information management.

Traditional image processing parallelization method is mainly focused on multi-core computing. Since 1990, scientists applied artificial neural network to image classification, and make great progress. Nevertheless, there are no reliable rules for the structure of the neural network. In order to improve the accuracy of image classification, it is necessary for us to find a new algorithm for image clustering.

As a new and effective statistical method, SVM is widely used in pattern recognition and machine learning, because of its following features:

- With small sample learning.
- With anti noise performance.
- High learning efficiency.
- Wide applicability.
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SVM algorithm is a convex secondary optimization problem, which can figure out the optimal solution, i.e. global optimal solution. In this paper, we establish a SVM model with high efficiency.

Hidden Markov Model is developed on the basis of Markov chain. Compared with Markov chain, HMM is more complicated, and observed events and states are not a one-to-one correspondence, but a set of probability distribution. HMM can describe the short time stationary and non-stationary features of signal, and handle sequence signals of different lengths. Therefore, HMM is widely used in time series analysis, speech recognition technology, and image clustering analysis.

Because the different image data sets have different characteristics, and the purpose of the analysis is different, so there are many kinds of image clustering methods. In recent years, clustering technology is broadly divided into four categories:

- Clustering algorithm based on hierarchical.
- Clustering algorithm based on objective function.
- Clustering algorithm based on graph theory.
- Clustering algorithm based on density and network.

Image clustering and retrieval are two important research directions of the high level semantic understanding of computer vision, and the spatial information of image plays an important role in image feature modeling. In this paper, we apply SVM model and HMM to analyze image clustering method.

The Proposed Methodology

Support Vector Machine. In order to reduce the effect of imbalanced dataset on Support Vector Machine classification performance, a new under-sampling algorithm based on the twice support vector machine is proposed for imbalanced data classification. For samples of majority class, this algorithm deletes the samples far from the classification hyperplane. And for samples of minority class, this algorithm use over-sampling algorithm to add new samples.

Given a data sample:
\[ T=\{ (x_1, y_1), (x_2, y_2), \ldots , (x_i, y_i) \} \]

SVM mainly proposed to construct a classification hyperplane to cut apart two different samples, in order to figure out the maximum classification interval and keep the minimum error rate. There is a decision function:

\[ \min_\phi (\omega) = \frac{1}{2} <\omega, \omega> - \sum_{i=1}^{l} e_i \]

\[ \text{s.t. } y_i (<w, x_i> + b) \geq 1 - e_i, \quad e_i \geq 0, \quad i = 1, 2, \ldots , l \]

By using Lagrange operator can we get the pairing question:

\[ \max W(a) = \sum_{i=1}^{l} a_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} a_i a_j y_i y_j K(x_i, x_j) \]

\[ \text{s.t. } \sum_{i=1}^{l} a_i y_i = 0, \quad 0 \leq a_i \leq c, \quad i = 1, 2, \ldots , l \]

Where \( K(x_i, y_i) \) is the kernel function, \( K(x_i, y_i) = \phi(x_i) \cdot \phi(x_i) \) use non linear mapping \( \phi: \mathbb{R}^k \rightarrow F \) to map training sample from input space to other feature space. Finally, we can obtain decision function:

\[ f(x) = \text{sgn}(\sum_{x \in SV} a_i y_i K(x_i, x) + b) \]
**Distance from Point to Hyperplane.** The distance from sample $x$ to classification hyperplane can be calculated as follows:

$$d(x) = \frac{\omega}{||\omega||}(x - x_0) = \frac{1}{||\omega||}(\omega x - \omega x_0) = \frac{1}{||\omega||}[(\omega x + b) - \omega x_0 + b]$$

Where $x_0$ is the mapping of sample $x$, $\omega$ is the normal vector of the hyperplane, $||\omega||$ is the second order norm of $\omega$. If $\omega(x_0) = \omega x_0 + b = 0$, then we have:

$$d(x) = \frac{\omega x + b}{||\omega||}$$

In terms of the SVM derivation process, we can figure out that $\omega = \sum_{x \in SV} y_i a_i x_i$; Thus, for linear separable question, the distance from sample $x$ to hyperplane is:

$$d(x) = \frac{\sum_{x \in SV} y_i a_i (x_i, x)}{||\omega||}$$

Distance from class to classification hyperplane $D(c_i)$ is distance from class $c_i$ to classification hyperplane, which is calculated as follows:

$$D(c_i) = \frac{1}{n_i} \sum_{x \in c} d(x)$$

![Figure 1. Distance from Sample Point to Hyperplane.](image)

**Support Vector Machine based on Under-sampling.** There is a large amount of redundant information or helpless information for classification in most of the samples (such as samples far from classification hyperplane). These redundant information lead to the imbalance of the training samples, and then affect the final classification performance of the separator. So a common method is to remove these redundant information by using a certain strategy, that is under-sampling, such as DROP, CNN, clustering algorithm. However, these methods delete some boundary samples as well. In this paper, we propose under-sampling algorithm based on sample-classification hyperplane, the algorithm is described as follows:

Aiming at training data set $T$, trained by using Support Vector Machine (SVM), and get classification hyperplane $f(x)$, normal vector $\omega$, support vector set $SV$, and corresponding coefficient of each $SV$.

- Compute the distance $d(x_j)$ between samples and classification hyperplane.
- Compute the distance $D(c_j)$ between class and classification hyperplane.
- For most classes of samples, in terms of given control parameters $a$, delete sample point $d(x) > a D(c_j)$, and get new training set $T'$.
- Train $T'$, if the classification effect is reached to the ideal state, then we can get final classification hyperplane and decision function; Otherwise, reset control parameters $a$, back to step 4.
- Use interpolation method, increase samples.
Control parameters $a$ is used to control delete the proportion of most samples, its value determined in terms of the ratio of minority samples amount and majority samples amount. That is $a = \frac{k n_i}{n_j}$, where $n_i$ is minority samples amount, $n_j$ is majority samples amount, $k$ is constant.

**Hidden Markov Model.** Aiming at image clustering algorithm, we should not only consider about image gray scale information, but also consider about the spatial constraint information, especially in the case of large amount of noise exited in an image. MRF algorithm with ability of anti-noise adequately considers neighborhood information. Therefore, we use MRF mode to describe spatial information, and we construct Markov space constraints.

![Figure 2. Sequence of Three Multi-resolution Images Mapped onto a Quadtree.](image)

Assume we have a Markov random field denoted as $Y = \{y_{ij} | (i, j) \in L\}$, where $L = \{(i, j) | i \in [1, M], j \in [1, N]\}$, $y_{ij}$ is discrete random variables and $\forall y_{ij} \in Y, y_{ij} = k, k \in R, R = \{1, ..., K\}$. $y = \{y_{ij} | y_{ij} \in R, (i, j) \in R\}$ is an MRF mode. On the basis of Hammersley-Clifford theorem, we can figure out that Gibbs distribution of $Y$ is:

$$P(Y = y) = \frac{1}{Z} \exp(-U(y))$$

where $U(y) = \sum_{c \in C} V_c(y)$ is energy function, $V_c(y)$ is potential function, and $Z = \sum_y \exp(-U(y))$ is normalization factor. If sub-cluster coefficient is 1, then the potential function can be defined as:

$$V_c(y) = \begin{cases} \delta(y_{ij} - y_{mn}), & c = \{(i, j), (m, n)\} \\ 0 & \end{cases}$$

where $\delta(t) = \begin{cases} 1, & t = 0 \\ 0 & \end{cases}$.

Space constraint conditions of MRF can be described as follows:

$$P(y_{ij} = k | y_{mn} = l, (m, n) \in L, (m, n) \neq (i, j)) = P(y_{ij} = k | y_{mn} = l, (m, n) \in \eta_{ij}, (i, j) \in L)$$

where $k \in R, l \in R, \eta_{ij}$ is the neighborhood of pixel $y_{ij}$. According to Eq.(6.7.8), we have:

$$U(y_{ij}) = \sum_{c \in C'} V_c(y_{ij}) = \delta(k - t_1) + \delta(k - t_2) + ... + \delta(k - t_g)$$
and $\quad P(k \mid t_y) = \frac{P(k \mid t_y)}{P(t_y)} = \frac{\exp(-U(y_j))}{\sum_{k \in R} \exp(-U(y_j))}$

thus, Markov space constraint is denoted as follows:

$$\quad P = \{P(k \mid t_y) \mid (i, j) \in L, k \in R\}$$

Conclusion

Image clustering algorithm is used to manage the image data and classify data information. However, the large amount of data of image information, the diversity of content and the characteristic of non-structure have seriously affected the people' effective use of image information. Thus, how to manage a large number of image data effectively is a challenge for researchers. In this paper, we propose an image clustering algorithm based on support vector machine and hidden Markov model. SVM algorithm is a convex secondary optimization problem, which can figure out the optimal solution and HMM can describe the short time stationary and non-stationary features of signal, and handle sequence signals of different lengths. These two methods are widely used in the field of computer vision, such as image clustering, image segmentation, image fusion and so on. A remote sensing image classifier based on support vector machine is established in this paper, and experimental results show that image classification based on SVM and HMM has high accuracy.
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