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ABSTRACT

In recent years, the development of deep learning methods have brought new ideas to engine prognosis and health management. The failure prediction method based on convolutional neural network is studied, and the software platform of the algorithm for engine gas path fault diagnosis and prognosis is realized. Using the test data from engine simulation, verification study shows that prognostic method proposed has better feasibility and effectiveness for the prognostic technology of aircraft engine compared with other data-driven prediction methods.1

INTRODUCTION

The neural networks usually have advantage in solving difficulties in the prognosis and health management (PHM) of typical electro-mechanical equipment, especially for aircraft engines. With the development of artificial intelligence (AI), machine learning algorithms are continuously enriched, the learning depth is deepening, performance of processing is continuously improved, and deep learning methods are widely used. With the technical benefits of AI, the scientific community has achieved unprecedented success in the fields of image processing and machine vision [1, 2]. Among all the methods including Support Vector Machine (SVM), Convolutional Neural Network (CNN), Ridge Regression and Elastic Network, the CNN method is a machine learning model under deep supervision and learning. It is
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good at mining local features of data adaptively extracting global training features and classification.

Furthermore, the weight-sharing structure network makes them more similar to biological neural networks, which has achieved good results in various fields of pattern recognition [3]. There are some studies on prognostic techniques based on deep neural networks [4], but they are rarely used in the PHM system of aircraft engine. In this paper, the prognostic method based on CNN is studied. The proposed method is validated by test data of engine simulation, and compared with other traditional methods. The verification results show that the proposed method has good feasibility and effect, and can be used to conduct research on PHM technology of engine.

**CONVOLUTIONAL NEURAL NETWORK FOR PROGNOSIS**

It uses a combination of CNN convolutional neural network and DNN deep neural network to predict the failure of engine gas path.

CNN is a deep machine learning model under supervised learning. It has strong adaptability, which is good at mining local features, extracting global training features and classification with weight-sharing structure network. Good results have been achieved in many areas of pattern recognition. The convolutional neural network structure contains a convolutional layer, a down sampling layer, and a full-link layer. Each layer has a plurality of feature maps, each of which extracts a feature of the input through a convolution filter, mapping a plurality of neurons.

The training algorithm is mainly divided into two stages:

- The first stage is forward propagation phase: (1) taking a sample from the sample set and inputting the network; (2) calculating the corresponding actual output. In this stage, the information is transformed from the input layer to the output layer. This process is also the network which performs after completing the training.

- The second stage is backward propagation stage: (1) calculating the difference between the actual output and the corresponding ideal output; (2) adjusting the weight matrix according to the method of minimizing error.

![Diagram of convolutional neural network](image)

Figure 1. Diagram of convolutional neural network.
In this paper, CNN is mainly used for data preprocess, while training layer is convoluted. We use every 15 data as a unit of window size. The process of model training is as follows. Firstly, select the data set. Secondly, process the data set to generate the data training file. Thirdly, cut the file through the split operation. Fourthly, use the linear regression to select the parameter network, and finally support the linear regression, parameter network and regression estimator. The data is validated and trained, then the predicted results are generated, in which observed values are compared for model evaluation.

SOFTWAREARCHITECTURE

The algorithm implementation is based on the Tensor Flow platform architecture, using Python language to implement deep learning and other algorithms.
Through the API interface layer of core functions, we can achieve related experiments and applications [3]. The system architecture of Tensor Flow is shown in Figure 3. It is divided into device management/communication layer, data operation layer, graph computing layer, API interface layer and application layer from the bottom. Of all layers, the management/communication layer, the data operation layer, and the graph calculation layer are the core layers of the TF.

At the method level, the overall process contains data integration, data processing, feature engineering, model training, data integration, model evaluation, model preservation, and so on. The neural network models such as CNN and DNN are selected, and the evaluation indexes such as MES, RMSE and correlation coefficient are selected to evaluate the prediction accuracy of the test data. While the gas path diagnostic algorithm including a diagnostic process creation module, a process template management module, a data set setting management module, an algorithm model editing management module, an algorithm model training module, and an algorithm performance evaluation module.

EXPRTMENT AND ANALYSIS

Experimental Descriptions

The test data of engine is derived by NASA which contains a series of multivariate time series. NASA released these data mainly for the purpose of conducting competitions in engine whole life prediction [5].

<table>
<thead>
<tr>
<th>Training data</th>
<th>Test Data</th>
<th>Remaining useful life data</th>
</tr>
</thead>
<tbody>
<tr>
<td>train_FD001</td>
<td>test_FD001</td>
<td>RUL_FD001</td>
</tr>
<tr>
<td>train_FD002</td>
<td>test_FD002</td>
<td>RUL_FD002</td>
</tr>
<tr>
<td>train_FD003</td>
<td>test_FD003</td>
<td>RUL_FD003</td>
</tr>
<tr>
<td>train_FD004</td>
<td>test_FD004</td>
<td>RUL_FD004</td>
</tr>
</tbody>
</table>
The data is used to carry out research on data-based diagnostic method for the engine. Each set of data is divided into training and test data. Each engine data begins with a certain degree of wear-error, and the degree of wear-error is unknown. The training data contains 100 sets, 260 sets, 100 sets, and 249 sets of engine life test data respectively. While the test data contains 100, 259, and 248 sets of engines data in a life cycle stage in which the remaining life data is given.

The experimental data mainly records the following 26 parameters of the engine every working cycle:


**Data selection and Processing**

The test_FD002 file is selected as the verification data. Correspondingly, the RUL_FD002 file is selected to observe the value. Then we normalize these data.

**Model Verification**

![Figure 5. Training data sample file.](image-url)
The processed training data is trained by the neural network to obtain the trained gas path system diagnostic model. After that, the test data is imported into the model for calculation, and the remaining life of each engine is obtained comparing with the actual results. The evaluation method uses indicators such as MES, RMSE, and Pearson correlation coefficient:

\[
MES = \frac{1}{n} \sum_{t=1}^{n} (Observed_t - Predicted_t) \tag{1}
\]

\[
RMSE = \sqrt{MSE} \tag{2}
\]

\[
PCC = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{X_i - \bar{X}}{s_x} \cdot \frac{Y_i - \bar{Y}}{s_y} \right) \tag{3}
\]

Comparative Analysis of Results

The prediction results of various algorithms are shown in Figure 6. According to the MSE, RMSE and Pearson correlation coefficients (PCC) of each algorithm, CNN has the highest prediction accuracy due to its good fault tolerance and self-learning ability. The prediction accuracy based on regression analysis is the worst. SVM has better prediction accuracy and effect due to the advantages of nonlinear and high-dimensional pattern recognition.

![Figure 6. Fault prediction results based on convolutional neural networks.](image-url)
TABLE II. COMPARATIVE ANALYSIS OF VERIFICATION RESULT BASED ON EXPERIMENTAL DATA.

<table>
<thead>
<tr>
<th></th>
<th>CNN</th>
<th>Linear Regression</th>
<th>Ridge Regression</th>
<th>Elastic Network</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>976.1371</td>
<td>3056.32</td>
<td>1627.26</td>
<td>2088.91</td>
<td>1018.6</td>
</tr>
<tr>
<td>RMSE</td>
<td>31.2432</td>
<td>55.28</td>
<td>40.34</td>
<td>45.70</td>
<td>31.916</td>
</tr>
<tr>
<td>PCC</td>
<td>0.730</td>
<td>0.677</td>
<td>0.723</td>
<td>0.726</td>
<td>0.8108</td>
</tr>
</tbody>
</table>

CONCLUSIONS

In this paper, the prognostic method based on convolutional neural network for engine gas path is studied. The artificial intelligence algorithm platform based on big data architecture is constructed. The artificial intelligence algorithm is more traditional than RBF neural network method and support vector machine. Compared with methods such as regression analysis, there is a big improvement in the accuracy of prediction. The research method can be directly applied to the diagnosis and prediction of aeronautical engine gas path fault under typical experimental environment; after adaptive adjustment and training, the algorithm can also be applied to other types of engine equipment, which has better promotion prospect and value.
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