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Abstract. This paper proposes a quantum-behaved particle swarm optimization with multiplier updating (QPSO-MU) for solving economic /emission dispatch problems (EEDP) of power system. The quantum-behaved particle swarm optimization (QPSO) has the ability to efficiently search and actively explore solutions. Multiplier updating (MU) is introduced to avoid deforming the augmented Lagrange function and resulting in difficulty to solution searching. The ε-constraint technique is employed to handle the EEDP. The proposed algorithm integrates the ε-constraint technique, QPSO, and the MU. The simulation using the proposed method is carried out on a 6-unit test system, and results are compared with that obtained using other different methods. Numerical results indicate that the proposed approach is superior to other methods in solution quality and computational burden.

Introduction
The power economic dispatch (PED) problem involves allocation of generations to different thermal units to minimize the cost of generation, while satisfying the equality and inequality constraints of the power system and keeping pollution within limits. In general, the economic dispatch problem aims to increase utilization at the lowest cost of fuel [1]. With the advent of environmental regulations, power generating unit emissions were introduced and used as part of the cost function for economic dispatch. PED became then an economic /emission dispatch problem (EEDP) to minimize the cost of generation, while satisfying the equality and inequality constraints of the power system and keeping pollution within limits [2]. Many research efforts were made for the EEDP. Niknam et al. [3] proposed an innovative tribe-modified differential evolution (Tribe-MDE) for the EEDP. Aydin et al. [4] presented an artificial bee colony algorithm with dynamic population size to combined economic and emission dispatch problem (ABCDP) for solving the EEDP. Özyön et al. [5] developed a charged system search (CSS) algorithm to investigate the EEDP. Rao and Vaisakh [6] provided a multi-objective optimization approach based on adaptive clonal selection algorithm (MOACSA) to solve the complex EEDP of thermal generators in power system. Pandi et al. [7] described a multi-objective bacterial foraging algorithm for solving the EEDP. A strength pareto evolutionary algorithm (SPEA) based approach was employed to handle system constraints of the EEDP [8].

Particle swarm optimization (PSO) [9] has been widely used in dealing with many real-world problems because of its simplicity and facile realization. However, because of the restricted velocity, the searching area of a particle is limited and diminishing in PSO. Which means, in a PSO system, the searching space cannot cover the whole feasible region and global convergence cannot be guaranteed [10]. This is also the main cause of the premature in PSO. In order to dispose of the disadvantages of PSO, quantum-behaved particle swarm optimization (QPSO) is proposed for solving the EEDP.

System Formulation
In the EEDP formulation, these are economy and environmental impacts.

Economy Objective \( F_1 \)
The economy objective \( F_1 \) of generator power output \( P_i \) is represented as [8]:
\[ F_i = \sum_{j=1}^{N_g} a_i P_i^2 + b_i P_i + c_i \quad (\$/h) \]  
(1)

where \( F_i \) is the total cost of generation, \( P_i \) is the generation of the \( i \)-th generator, \( a_i, b_i \) and \( c_i \) are coefficients of the cost curve of the \( i \)-th generator, and \( N_g \) is the total number of the generators.

**Environmental Objective \( F_2 \)**

The emission of sulfur dioxide, nitrogen oxides, carbon monoxide gases etc., which cause atmospheric hazards, can be mathematically modeled as [8];

\[ F_2 = 10^{-2} \left( \alpha_i + \beta_i P_i + \gamma_i P_i^2 \right) + \xi_i e^{\eta(P_i)} \]  
(2)

where \( \alpha, \beta, \gamma, \xi, \) and \( \zeta \) are coefficients of generator emission characteristics.

**System Constraints**

To ensure a real power balance, an equality constraint is imposed:

\[ \sum_{i=1}^{N_g} P_i - P_D - P_{\text{loss}} = 0 \]  
(3)

where \( P_D \) is the total demand, and \( P_{\text{loss}} \) is the real power loss in the transmission lines. The inequality constraint imposed on generator output is

\[ P_{\text{min}} \leq P_i \leq P_{\text{max}} \]  
(4)

where \( P_{\text{min}} \) and \( P_{\text{max}} \) are the minimum and maximum limits on the loadings of the \( i \)-th generator.

Aggregating equations (1) to (4), the multi-objective optimization problem is formulated as;

\[
\begin{align*}
\min \quad & \{ F_1(P_i), F_2(P_i) \} \\
\text{subject to} \quad & \sum_{i=1}^{N_g} P_i - P_D - P_{\text{loss}} = 0 \\
& P_{\text{min}} \leq P_i \leq P_{\text{max}}; \quad i = 1, 2, \cdots, N_g 
\end{align*}
\]  
(5)

where \( F_1(P_i), F_2(P_i) \) are the objective functions to be minimized over the set of admissible decision vector \( P_i \).

**The Integrated Algorithm**

**The \( \varepsilon \)-Constraint Technique**

The \( \varepsilon \)-constraint method is used to generate pareto-optimal solutions to the multi-objective problem. To proceed, one of the objective functions constitutes the primary objective function and all other objectives act as constraints. To be more specific, this procedure is implemented by replacing one objective in the problem as defined by (5) with one constraint. Re-formulate the problem as follows:

\[
\begin{align*}
\min \quad & F_j(P_i) \quad , \quad j = 1 \text{ or } 2 \\
\text{subject to} \quad & F_k(P_i) \leq \varepsilon_k; \quad k = 1 \text{ or } 2, \quad \text{and } \quad k \neq j \\
& \sum_{i=1}^{N_g} P_i - P_D = P_{\text{loss}} \\
& P_{\text{min}} \leq P_i \leq P_{\text{max}}; \quad i = 1, 2, \cdots, N_g 
\end{align*}
\]  
(6)

where \( \varepsilon_k \) is the maximum tolerable objective level. The value of \( \varepsilon_k \) is chosen for which the objective constraints in problem (6) are binding at the optimal solution. The level of \( \varepsilon_k \) is varied parametrically to evaluate the impact on the single objective function \( F_j(P_i) \).
The QPSO

In QPSO, the position of a particle is depicted by its local attractor and a probability density function. In this case, the particles in QPSO have got rid of the limitation of trajectory. Analysis in [10] shows that QPSO is global convergent. Another advantage is that there is only one parameter in QPSO. Hence, QPSO is very easy to implement. More details of the QPSO used in the field of power system have shown in [11, 12].

The MU

Considering the nonlinear problem with general constraints as follows: Where \( h_k(x) \) and \( g_k(x) \) stand for equality and inequality constraints, respectively.

\[
\begin{align*}
\min & \quad f(x) \\
\text{subject to} & \quad h_k(x) = 0, \quad k = 1, \ldots, m_e \\
& \quad g_k(x) \leq 0, \quad k = 1, \ldots, m_i
\end{align*}
\]  

where \( x \) represents a \( nC \)-dimensional variables, and \( h_k(x) \) and \( g_k(x) \) stand for equality and inequality constraints, respectively. The augmented Lagrange function [13] is combined with the Lagrange function and penalty terms, yielding

\[
L(x, \nu, \nu) = f(x) + \sum_{i=1}^{m_e} \alpha_i \left\{ h_i(x) + \nu_i \right\}^2 + \sum_{i=1}^{m_i} \beta_i \left\{ g_i(x) + \nu_i \right\}^2 - \nu_i^2
\]  

where \( \alpha_i \) and \( \beta_i \) are the positive penalty parameters, and the corresponding Lagrange multipliers \( \nu = (\nu_1, \ldots, \nu_{m_e}) \) and \( \nu = (\nu_1, \ldots, \nu_{m_i}) \geq 0 \) are associated with equality and inequality constraints, respectively. The contour of the ALF does not change shape between generations while constraints are linear. Therefore, the contour of the ALF is simply shifted or biased in relation to the original objective function, \( f(x) \). Consequently, small penalty parameters can be used in the MU. However, the shape of contour of \( L_a \) is changed by penalty parameters while the constraints are nonlinear, demonstrating that large penalty parameters still create computational difficulties. Adaptive penalty parameters of the MU are employed to alleviate the above difficulties. More details of the MU have shown in [14, 15].

The Proposed QPSO-MU

The ALF is used to obtain a minimum value in the inner loop with the given penalty parameters and multipliers, which are then updated in the outer loop toward producing an upper limit of \( L_a \). When both inner and outer iterations become sufficiently large, the ALF converges to a saddle-point of the dual problem [14].

System Simulations

In this section, the proposed QPSO-MU is applied to the standard IEEE 30-bus 6-generator test system considering transmission loss for solving the EEDP. The detailed data of this system are taken from [8]. The proposed approach solves EEDP considering system constraints of power balance (3) and capacity limits (4). The MU algorithm was used in QPSO to hand the equality and inequality constraints. The computation was implemented on a personal computer (Intel(R) Core(TM) i7-3770 CPU @ 3.4 GHz with 8G Ram) in FORTRAN-90 language. Setting factors used in this test are follows; the population size is set as 5. The iteration numbers of outer loop and inner loop are set to (outer, inner) as (10, 3000). The implementation of the proposed algorithm for this test can be described as follows:

\[
L_a(P_i, \nu, \nu) = f_i(P_i) + \alpha_i \left\{ h_i(P_i) + \nu_i \right\}^2 + \beta_i \left\{ g_i(P_i) + \nu_i \right\}^2 - \nu_i^2
\]
\[ h_1 : P_D = \sum_{i=1}^{N} P_i - P_{\text{max}} = 0 \]  \hspace{1cm} (10)

\[ g_1 : F_2(P) - \varepsilon_2 \leq 0 \]  \hspace{1cm} (11)

where \( h_1 \) stands the violation of power balance constraint (3), and \( g_1 \) stands the violation of emission objective for expected \( \varepsilon_2 \), \((\varepsilon_2 \in [F_2^{\text{min}}, F_2^{\text{max}}] = [0.1942, 0.2215]) \) [9]. The augmented Lagrange function (9) is solved by the proposed approach. Since cost and emission are of conflicting nature, the value of objective \( F_2 \) will be the maximum when the value of \( F_1 \) objective is the minimum and vice versa. So, the values of the best cost with \( F_2^{\text{max}} \) and the minimum emission with \( F_2^{\text{min}} \) are obtained by performing the ALF (9) separately. The best compromise indicates the minimum cost within expected \( \varepsilon_2 \). For comparison with previous reports, The expected \( \varepsilon_2 \) is set as \( F_2^{\text{min}} \). Table 1 compares five computational results obtained from previous papers and the proposed QPSO-MU, Tribe-MDE [3], ABCDP [4], CSS [5], MOACSA [6] and NSBF [7]. As seen from the best solution of QPSO-MU listed in Table 1, the emission output is 0.194200 ton/h. It is observed that the best total cost (TC) utilizing QPSO-MU is 643.8737 \$/h, which is much less than the best results previously reported in Tribe-MDE [3], ABCDP [4], CSS [5], MOACSA [6] and NSBF [7]. The equality constraint (10) of power balance and the expected emission limit (11) are fully satisfied. Therefore, the result obtained from the proposed QPSO-MU is an optimal and feasible solution, and Table 1 demonstrates that the proposed approach is superior to previous methods in solution quality.

Table 1. Computational results obtained from previous methods and the proposed QPSO-MU.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(G_i) )</td>
<td>0.410925</td>
<td>0.410177</td>
<td>0.410586</td>
<td>0.410516</td>
<td>0.4096</td>
<td>0.401482</td>
</tr>
<tr>
<td>( P(G_2) )</td>
<td>0.463668</td>
<td>0.463689</td>
<td>0.463364</td>
<td>0.460947</td>
<td>0.4650</td>
<td>0.458596</td>
</tr>
<tr>
<td>( P(G_3) )</td>
<td>0.544419</td>
<td>0.544481</td>
<td>0.543969</td>
<td>0.544021</td>
<td>0.5391</td>
<td>0.545415</td>
</tr>
<tr>
<td>( P(G_4) )</td>
<td>0.390374</td>
<td>0.390432</td>
<td>0.389866</td>
<td>0.388731</td>
<td>0.4056</td>
<td>0.407384</td>
</tr>
<tr>
<td>( P(G_5) )</td>
<td>0.544459</td>
<td>0.544513</td>
<td>0.544012</td>
<td>0.547082</td>
<td>0.5135</td>
<td>0.544881</td>
</tr>
<tr>
<td>( P(G_6) )</td>
<td>0.515485</td>
<td>0.51552</td>
<td>0.515117</td>
<td>0.513714</td>
<td>0.5316</td>
<td>0.510784</td>
</tr>
<tr>
<td>( \Sigma P(G) ) (MW)</td>
<td>2.869330</td>
<td>2.868812</td>
<td>2.869614</td>
<td>2.865</td>
<td>2.8644</td>
<td>2.868542</td>
</tr>
<tr>
<td>Loss (MW)</td>
<td>0.03533</td>
<td>0.034815</td>
<td>0.032915</td>
<td>0.031012</td>
<td>0.035591</td>
<td>0.034542</td>
</tr>
<tr>
<td>Emission (ton/h)</td>
<td>0.194179</td>
<td>0.1942</td>
<td>0.1941</td>
<td>0.1942</td>
<td>0.1943</td>
<td>0.194200</td>
</tr>
<tr>
<td>TC ($/h)</td>
<td>646.207003</td>
<td>646.045</td>
<td>645.6639</td>
<td>645.1905</td>
<td>644.4603</td>
<td>643.8737</td>
</tr>
</tbody>
</table>

Conclusions

The QPSO-MU for solving the EEDP has been proposed herein. The QPSO helps the proposed method efficiently search and refined exploit. The MU helps the proposed method avoid deforming the ALF and resulting in difficulty of solution searching. The proposed algorithm integrates the \( \varepsilon \)-constraint technique, the QPSO and the MU that has the merit of taking a wide range of penalty parameters and a small population. The IEEE 30-bus test system is used to compare the proposed QPSO-MU with previous methods. Simulation results show that the proposed algorithm is superior to previous approaches in solution quality for solving the EEDP. Advantages of the proposed QPSO-MU are that the QPSO efficiently searches the optimal solution in the EEDP process and the MU effectively tackles system constraints of EEDP.
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