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ABSTRACT: Fixed point continuation (FPC) algorithm is a developed version of convex optimization algorithm, which is an important research method for reconstruction of Compressed Sensing (CS). In this paper, a fast FPC (FFPC) algorithm is proposed to accelerate the convergence speed of FPC algorithm. It is introduced into an efficient shifting step, and its current iteration is updated by using special linear combination of two previous iterations. Therefore the accuracy of each iteration is improved, and the convergence speed is accelerated. In the numerical experiments, the convergence of FFPC algorithm is proven, the convergence speed of FFPC algorithm is obviously improved compared with the standard FPC algorithm, and the reconstruction quality is better than other algorithms.
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1. INSTRUCTIONS

Compressed Sensing (CS)\cite{1} is an emerging developed theoretical framework for information acquisition and processing, which breaks the limitation of traditional sampling theorem. It includes three parts: sparse representation of signals, design of measurement matrix and reconstruction algorithm. Based on it, the signals can be reconstructed from fewer linear measurements by taking advantage of the sparsity or compressibility of signal itself under the proper representation.

The reconstruction algorithms take up an important role in the CS, especially in its successful and wide applications. Presently, various algorithms are proposed for CS reconstruction, which can be divided into three categories\cite{2}: (1) the greedy pursuits, such as the matching pursuit (MP) series algorithms. (2) The convex relaxation algorithms, such as the interior-point algorithm, the gradient projection (GP) algorithm, the iterative thresholding algorithm (ITA)\cite{3}, and the fixed-point continuation (FPC) method\cite{4}. (3) The combinatorial algorithms.

Recently, one widely applied algorithm is the iterative soft-thresholding method (IST) and its improvements, including two-step IST (TwIST)\cite{5} and fast IST (FITS)\cite{6}. Furthermore, a new version, the fixed point continuation (FPC) method, is given in [4] by interpreting IST as a fixed point iteration constructed from an operator splitting technique. Its field of application is wider, and it doesn't need to compute the second-order Hessian matrix, which greatly reduces the computational complexity, hence the study of FPC method has a certain meaning and value. A fast algorithm of FPC will be proposed, which keeps the original reconstructed performance of algorithm, and then improves the speed and quality of reconstruction.

The paper is organized as follows. In Section 2, we will introduce the reconstruction model and algorithms of CS. In Section 3, we propose a fast algorithm of FPC, and give some theoretical analysis of the algorithm performance. In Section 4, we present our numerical experiments and show the convergence and high efficiency of algorithm. And in Section 5, we conclude the paper.

2 BACKGROUND

2.1 Model of CS reconstruction

Assume that $x \in \mathbb{R}^n$ is the $K$-sparse signal, and then it can be reconstructed from relatively few incomplete measurements $b = Ax$ for a carefully chosen $A \in \mathbb{R}^{m \times n}$ by solving the $l_0$-minimization problem

$$\min_{x \in \mathbb{R}^n} \|x\|_0 \quad s.t. \quad Ax = b \quad (1)$$

Where $\|x\|_0$ is the $l_0$-norm with $\|x\|_0 = \{i, x_i \neq 0\}$, and $K \leq m \leq n$. Unfortunately, it is not convex and the computational complexity of optimizing is NP hard. So, it is tractable for us to solve it through the existing optimization algorithm. Then, Donoho etc.
\[ \text{min} \| x \|_1 \text{ s.t. } Ax = b \]  

(2)

Where \( \| \cdot \|_1 \) denotes the \( l_1 \) norm with \( \| x \|_1 = \sum_{i=1}^{n} |x_i| \).

In this way, the non-convex problem is transformed into a convex one, which can be simplified to linear programming for us to solve. However, if the measurement \( b \) is blurred with noise, then an appropriate norm of the residual \( Ax - b \) should be considered, and which norm to use depends on the nature of the noise. Such considerations yield a family of related optimization problems. And if there is Gaussian noise in \( b \), the \( l_1 \)-regularized least squares problem would be appropriate as follow.

\[ \text{min} \| x \|_1 + \frac{\mu}{2} \| Ax - b \|_2^2 \]  

(3)

Where \( \mu > 0 \). The theory for penalty functions implies that the solution of (3) goes to the solution of (2) as \( \mu \) goes to zero. It has been shown in [8] that (2) is equivalent to (3) for a suitable choice of \( b \) (which is different from the \( b \) in the (9)).

2.2 Fixed point continuation algorithm

Set \( g(x) = \| x \|_1 \) and \( f(x) = \| Ax - b \|_2^2 / 2 \) , then objective function (3) can be expressed as

\[ \text{min } F(x) = g(x) + \mu f(x) \]

It is well known that minimizing a convex function \( F(x) \) is equivalent to finding a zero of the subdifferential \( \partial F(x) \) [9], i.e., finding \( x \) such that \( 0 \in \partial F(x) = T(x) \), where \( T \) is a maximal monotone operator. One can split \( F(x) \) into a sum of two convex functions, \( F = F_1 + F_2 \) , based on the operator splitting, then it implies that the decomposition of \( T \) exits, which is the sum of two maximal monotone operators, \( T = T_1 + T_2 \). Then, for some \( \tau > 0 \):

\[ 0 \in T(x) \Leftrightarrow 0 \in (x + \tau T_1(x)) - (x - \tau T_2(x)) \]

\[ \Leftrightarrow (I + \tau T_1) x \in (I - \tau T_2)^* x \]

\[ \Leftrightarrow x = (I + \tau T_1)^{-1} (I - \tau T_2)^* x \]  

(4)

Where, the equation (4) finds a zero of \( T \) by FB splitting algorithm, otherwise, the equation leads to a minimal solution of \( F(x) \):

\[ x^{n+1} = (I + \tau T_1)^{-1} (I - \tau T_2)^* x^n \]  

(5)

Which is a fixed point (FP) algorithm. For the minimization problem, \( T_2(x) = \mu \nabla f(x) \) , \( T_1(x) = \partial \| x \|_1 \), and \( (I + \tau T_1)^{-1} \) is shrinkage.

**Proposition 1.** Supposing that \( X^* \) is the set of optimal solution of (3), for some scalar \( \tau > 0 \) , if \( x^* \in X^* \), \( x^* \) satisfies the following equation, by:

\[ x^* = \text{sgn}(x^* - \nabla f(x^*)) \circ \max \{ |x^* - \nabla f(x^*)| - \frac{\tau}{\mu} , 0 \} \]

Hence the FP equation is a composition of two mappings: \( s_\tau \) and \( h_\tau \), defined as:

\[ h_\tau (\cdot ) = I(\cdot ) - \nabla f(\cdot ) \]

\[ s_\tau (\cdot ) = \text{sgn}(\cdot ) \circ \max \{ |\cdot| - 1, 0 \} \]  

(6)

Where \( \mu, \tau > 0 \), \( v = \tau / \mu \), and using a constant parameter \( \tau \in (0, 2/\lambda_{\max}) \) with \( \lambda_{\max} = \max \{ |\nabla^2 f(x)| \} \) to ensure that \( h(\cdot) \) is non-expansive.

In addition, considering continuation of FP algorithm, the paper [9] has proposed a continuation strategy for \( \mu \) defined by an increasing sequence \( \{ \mu_i \} \). When a new problem, associated with \( \mu_{i+1} \), is to be solved, the approximate solution for the current \( \mu_i \) problem is used as the starting point. This formal statement is called fixed point continuation (FPC) method.

2.3 Properties of FPC algorithm

**Define 1.** The object problem (3) has an optimal solution set \( X \neq \emptyset \), and there exists a set \( O = \{ x : \| x - x^* \| \leq \rho \} \subset R^n \)  

(7)

For some \( x^* \in X \) and \( \rho > 0 \).

**Lemma 1.** The operator \( s_\tau (\cdot) \) is non-expansive, i.e., for any \( x_1, x_2 \in R^n \),

\[ \| s_\tau (x_1) - s_\tau (x_2) \| \leq \| x_1 - x_2 \| \]  

(8)

**Lemma 2.** Assume \( \tau \in (0, 2/\lambda_{\max}) \) , and under define 1, the operator \( h_\tau (\cdot) \) is non-expansive in \( O \), i.e., for any \( x, x' \in O \),

\[ \| h_\tau (x) - h_\tau (x') \| \leq \| x - x' \| \]  

(9)

Moreover, \( g(x) = g(x') \) whenever equality holds in the (9).

**Theorem 1.** Under lemma 1 and 2, given a special \( \tau_i \) and a fixed point \( x^i \) , the sequence \( \{ \| x_n - x^i \| \} \) generated by FPC iteration is monotonically non-increasing,

\[ \| x_{n+1} - x^i \| \leq \| x_n - x^i \| \]  

(10)

Proof:

\[ \| x_{n+1} - x^i \| \leq \| s_\tau (h_\tau (x_n)) - h_\tau (x^i) \| \leq \| h_\tau (x_n) - h_\tau (x^i) \| \leq \| x_n - x^i \| \]

Above, the inequality is proven straightforwardly.

**Lemma 3.** For \( x^* \in O \), if \( \| s_\tau (h_\tau (x)) - s_\tau (h_\tau (x^*)) \| = \| s_\tau (h_\tau (x)) - x^* \| = \| x - x^* \| \), then \( x \)
is a fixed point (and therefore a solution of (3)), that is, \( x = s_h(x)\).

**Theorem 2.** The sequence \( \{x_n\}\) generated by the FPC iteration applied to the problem (3) from any starting point \( x_0 \in \Omega \) converges to some \( x^* \in X \cap \Omega \).

Proof:

Depend on the lemmas mentioned above, to prove the convergence of \( \{x_n\}\), it needs three steps.

First, show the sequence \( \{x_n\}\) has a limit point. Since \( s_h(x) \) is non-expansive, \( \{x_n\}\) lies in a compact subset of \( \Omega \), so it must have a limit point, that is, \( \overline{x} = \lim x_n^* \).

Second, there exists a fixed point. Because of any given fixed point \( x^* \), the sequence \( \{\|x_n - x^*\|\} \) is monotonically non-increasing, it has a limit that can be written as

\[
\lim_{n \to \infty} \|x_n - x^*\| = \|\overline{x} - x^*\| \quad (11)
\]

Where \( \overline{x} \) can be any limit point of \( \{x_n\}\).

Next, prove the uniqueness of the solution. We know, all the limit points must have an equal distance to any given fixed point \( x^* \in X^* \).

Based on the continuity of \( s_h(x) \), the image of \( \overline{x} \) is also a limit point of \( \{x_n\}\), where \( s_h(\overline{x}) = \lim_{n \to \infty} s_h(x_n) = \lim_{n \to \infty} x_n \) . Therefore, from (11) we have \( \|s_h(\overline{x}) - s_h(x^*)\| = \|\overline{x} - x^*\| \), then apply the lemma 3 to \( \overline{x} \) and establish the optimality of \( \overline{x} \). By setting \( x^* = \overline{x} \in X^* \) in (11), we can obtain the convergence of \( \{x_n\}\) to its unique limit point \( \overline{x} : \lim_{n \to \infty} \|x_n - x\| = 0 \).

Finally, the proof of theorem is end, the more detail process can be seen [9].

3 PROPOSED ALGORITHM

3.1 Fast fixed-point continuation algorithm

The FPC algorithm has two phases. One is gradient descent step with some appropriate constant, another is shrinkage threshold. The advantage of FPC algorithm is in its simplicity. However, the algorithm has also been recognized as a slow method, since its computational efforts. As expected, a fast FPC algorithm is required to be proposed. There are many modifications proposed recently, such as two-step version of fixed point continuation method, and adaptive fixed-point iterative shrinkage thresholding algorithm etc.\(^{[10]}\). In this paper, we focus in the design of shifting step in iteration to improve the convergence and efficiency of FPC algorithm.

For achieving faster convergence of \( (F(x_n))_{n \in N}\) than the ISTA algorithm, FISTA utilizes a shifting step from \( x_n \) to \( y_n \). Similarly, we will introduce a shifting step to the FPC algorithm, based on the precious two iterative steps. So an improved algorithm, FFPC algorithm, is proposed. And it is believed that the new algorithm can obtain the accelerating convergence, and is more aggressive. In addition, in view of one more step approximation at each iteration, the improved algorithm will obtain a more precise solution. The FFPC algorithm defines a sequence \( x_n \) by:

\[
x_n = s_h(y_n - \alpha f(y_n)), \quad y_n = x_n + \alpha_n (x_n - x_{n-1}), \quad \text{with} \quad \alpha_n = \frac{t_n - 1}{t_{n+1}},
\]

(12)

Since the efficient coefficient of the shifting step depends on the sequence \( (\alpha_n) \), the choice of \( t_n \) is the critical point of the improved algorithm. For FIST algorithm, a special sequence, \( t_i = 1 \) and

\[
t_{n+1} = 1 + \frac{1 + 4t_n^2}{2}, \quad 0 \in N, \quad \text{is selected, which is}
\]

proven to be significantly better on the global rate of convergence than the standard IST algorithm, both theoretically and practically\(^{[6]}\). What’s more, the paper [11] has presented some different sequences, and analyzed the convergence of new algorithm using various coefficients for shifting step. One type is \( t_n = 1 + a + n, \quad 0 \in N \) with \( a \geq 2 \), which accelerates the convergence of ISTA algorithm at some extent.

Therefore, making full use of these sequences, several improved algorithms can be proposed. Since these choices can optimize the IST algorithm, we believe that they can improve the FPC algorithm. Furthermore, these variants can ensure the convergence, as well as the efficiency and accuracy. In addition, the performance of the improved algorithms will be illustrated by the experimental result.

3.2 Enhanced FFPC algorithm

In the FPC method above, the parameter \( \tau \) in process is fixed so that the fixed point iteration is a contraction at every iteration. Since a bad value of \( \tau \) usually slows down the rate of convergence, the literature [11] choose \( \tau \) dynamically to improve the performance of shrinkage. It has provided a strategy, which was based on the Barzilai–Borwein (BB) method, for choosing the parameter \( \tau \), such as following:

\[
\tau_k = \frac{\left(\frac{1}{x_{k-1}^T x_{k-1}} - \frac{1}{x_{k}^T x_{k}}\right)^2}{\left(\frac{1}{x_{k-1}^T x_{k-1}} - \frac{1}{x_{k}^T x_{k}}\right)^2}
\]

(13)
Since, \( \tau \) is not chosen to ensure traction, so a backtracking line search is necessary to guarantee global convergence, a nonmonotone line search (NMLS) method was used with Armijo-like condition\[^9\]. And FFPC algorithm in our paper is a combination of two methods mentioned above (BB steps and NMLS method). This algorithm is reported to be faster than the benchmark. Given the algorithm of FFPC.

**Algorithm 1: FFPC Algorithm**

(1). Input: signal data \( \{x_n\}_{n=1}^{m} \), max number of iterations \( m_{itr} \), and sparsity threshold \( T_h \), and sequence \( \{\mu_n\} \).

(2). Initialization: sensing matrix \( A \), measurement noise \( \text{sig} \) initial observation \( x_0 \), and initial \( \tau_0 \) and \( \mu_0 \).

(3). While \( \mu = \mu_0, \mu_1, ..., \mu_L \) do the following steps:
   A. Check for 0 solution,
   B. Main loop: for \( k=1:m_{itr} \), repeat the following steps until convergence or overstep.
      a. Set \( v = \tau_k / \mu \) for this round;
      b. Take fixed point step;
      c. Calculate \( s_k = x_{k-1} - \sigma \cdot x_{k-1} \),
      d. Update \( x_k = \text{sgn}(y_k) \cdot \max\{1, |y_k| - \nu, 0\} \).
      e. Non-monotone line search, get BB step, and update current iteration \( x_k \).
   C. Update \( \tau_{k+1} \), and compute \( \alpha_k \).
   D. Select \( \text{time(T)} \), and compute \( \text{PSNR} \).

(4). Output: reconstruction \( x \), time(T), and PSNR.

4 NUMERICAL EXPERIMENTS

In this section the simulations based on MATLAB7.0 is carried out using a PC with CPU of Intel(R) i3 2.53 GHz and 2GB RAM.

4.1 Convergence examples

In this experiment, we evaluate the suitability of various improvements of FPC algorithm for sparse reconstruction. Given the dimension of the signal \( n = 2^k \), the number of observation \( m = \text{delta} \cdot n \), and the number of nonzeros \( k = \rho \cdot n \). We do a lot of tests with delta ranging from 0.3 to 0.7 and rho ranging from 0.1 to 0.5. After analyzing the results, we set delta=0.3 and rho=0.2 in terminal test. In addition, a stopping rule (1E-4), based on the relative error between adjacent iterations, is designed. And we choose two type sequences \( \{t_n\}_{n=0}^{N} \). Given as following:

- Sequence1: \( t_1 = 1 \) and \( t_{n+1} = \frac{1 + \sqrt{1 + 4t_n^2}}{2} \), \forall n \in N ;

- Sequence2: \( t_n = \frac{1 + a + n}{a} \), \forall n \in N , with \( a = 2, 3, 4 \).

Simply, the improved algorithms respectively are called FFPC, FFPC1 (\( a = 2 \)), FFPC2 (\( a = 3 \)), FFPC3 (\( a = 4 \)).

We analyze the convergence of the improved algorithms by the relative error between original and reconstructed value. If the error sequence converges to zero along with the growth iteration, the convergence of methods is thought confirmed and well-deserved. The relative error formula is as following:

\[
\text{relative error} = \frac{\|x - x_s\|^2}{\|x_s\|^2}
\]

Where \( x \) denotes reconstructed value, and \( x_s \) is original signal.

When the sampling rate is 0.3 and sparse degree is 0.2, the experimental curves are as follow Figure 1. As we can see, the curves using improved algorithms are closer to zero with fewer iterations, which proves that the improved algorithms are convergent and converge to a optimal solution. Furthermore, the feasibility and robustness of the algorithm are verified.

4.2 Reconstruction for video frame

In this section, we select a video frame of foreman as the test objection. So the dimension of the signal is \( M \times N = 352 \times 288 \), then given the number of observation \( m = \text{delta} \cdot M \) with delta=0.3,0.5,0.7. On the other hand, we generate a sensing matrix \( A \) with measurement matrix \( \Phi \) and sparse basis matrix \( \Psi \). In general, we randomly select \( m \) rows from a random Gaussian matrix to generate measurement matrix, and obtain a sparse signal based on orthonormal matrix (such as discrete cosine transform (DCT) matrix) in the compressed sensing reconstruction process. And, in view of the actual, the original signal is blurred by a zero-mean white Gaussian noise with standard deviation 1E-3. In
In order to demonstrate the effectiveness of the various improvements of FPC algorithm, we reconstruct the video frame respectively using the standard FPC, FFPC, and FIST algorithms. After simulating, we compare the numerical results and analyze the performance of them.

In the Table 1, we list two symbols represented the effectiveness of reconstruction, reconstructed time and PSNR. As we can see, the reconstructed time of FFPC algorithms is shorter than the original FPC and FITS algorithms. It shows that the convergence speed of variants is faster than the others. At the same time, it is interesting to find that the FFPC algorithms have a better reconstructed quality from the results. Based on conclusions above, FFPC algorithms not only accelerate the speed of convergence, but also improve the quality of reconstruction. Therefore, it is an efficient and fast algorithm. The corresponding reconstruction frame depicted in figure 2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>delta=0.3</th>
<th>delta=0.5</th>
<th>delta=0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>FITS</td>
<td>T(s)</td>
<td>6.81</td>
<td>23.9879</td>
</tr>
<tr>
<td></td>
<td>PSNR(dB)</td>
<td>22.7992</td>
<td>30.6635</td>
</tr>
<tr>
<td>FPC</td>
<td>T(s)</td>
<td>9.98</td>
<td>22.7992</td>
</tr>
<tr>
<td>FFPC</td>
<td>T(s)</td>
<td>5.39</td>
<td>24.9334</td>
</tr>
<tr>
<td>FFPC2</td>
<td>T(s)</td>
<td>5.13</td>
<td>24.1146</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this paper, we propose a fast fixed point continuation (FFPC) algorithm family to accelerate the convergence speed of original FPC algorithm. The iteration of improved algorithm depends not only on the new iteration but also on the previous two iterations. In our numerical experiments, the convergence of FFPC algorithm is proved, and its speed is faster than the original. In addition, the results about reconstruction of video frame based on Compressed Sensing (CS) show that FFPC algorithms are feasible and efficient, and are improved significantly. In general, the FFPC algorithm is a fast and efficient version.
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