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Abstract. Among various anti-phishing solutions, Machine Learning techniques are considered to be promising. The purpose of this study was to evaluate the effect of C4.5 decision tree algorithm on phishing website detection. In the experiment, C4.5 had learned two models using two phishing website datasets respectively, which were PWD and PWD2, the latter was obtained through dimensionality reduction on the former. Under 10-fold cross-validation, various metrics indicated that the two models all done very well. The results of the corrected paired t-test under the significance of 0.05 (two tailed), shown that accuracy and recall metrics of the model based on PWD is not statistically significantly different to those of PWD2. According to the better model, the one based on PWD2, which had the lower complexity and the similar performance compared with the one based on PWD, the top 5 key features for classification were obtained.

Introduction

Phishing is the attempt to obtain sensitive information such as usernames, passwords, and credit card details, often for malicious reason, by masquerading as a trustworthy entity in an electronic communication [1, 2]. According to the 2013 Microsoft Computing Safety Index Report [3], the annual worldwide cost of trouble on phishing is as high as $2.4 billion USD.

Phishing is typically carried out by email spoofing or instant messaging, and it entices victims to enter personal information at a fake website (phishing website) whose look and feel are almost identical to the legitimate one. In addition, phishing websites also often are infected with malware, which make the victims more vulnerable.

There are any anti-phishing solutions that are divided into user training approaches and software classification approaches:

User training approaches. User training approaches aim to educate end-users to better understand the nature of phishing attacks, and then they can correctly identify phishing and legitimate websites. An evaluation [4] of different educational materials (include Microsoft Online safety, OnGuardOnline phishing tips, National Consumer League Fraud tips, Anti-Phishing Phil and PhishGuru Cartoon) is presented, and it shows that user training approaches are promising. It should be pointed out that user training approaches often lead to lower TN rate.

Software classification approaches. Software classification approaches aim at classifying phishing and legitimate, which include blacklists, rule-based heuristics, visual similarity and machine learning-based classifiers. Generally, blacklists have lower FP rate than heuristics [5]; however, its performance on against zero-hour phishing attacks is not satisfactory [5], but heuristics is effective in this regard. Visual similarity achieve the similar characteristics to heuristics (i.e., higher FP rate than blacklists, effectiveness on against zero-hour phishing attacks, and higher computational cost), and it can be effective additions in larger classifiers. Machine learning techniques can construct classification models by analyzing dataset. Machine learning-based classifiers can achieve very high classification accuracy [6, 7] while maintaining the ability to against zero-hour phishing attacks.

In general, user training along cannot guarantee a positive behavioral response because of the broad of human factor. Among various software classification approaches, machine learning techniques are considered to be promising as they have led to the most effective phishing classifiers in the publicly known literatures [8].
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In this paper, we propose a decision tree by using C4.5 algorithm, which is used to classify phishing and legitimate websites. As one of the important techniques in machine learning, we analyze and evaluate the performance of C4.5 algorithm on detecting phishing websites. According to the features of C4.5, we also can get the top key features of website category.

Correlative Theories

C4.5 Decision Tree Algorithm [9]

A decision tree looks like a flowchart, where each non-leaf node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node holds a class label.

Given a tuple with class label unknown, to predict its class label, a path is traced from the root to a leaf node, which holds the class prediction for the tuple.

C4.5 is used to construct decision tree through the learning from class-labeled training tuples; it adopts a greedy, top-down recursive divide-and-conquer approach to construct decision trees.

Attribute selection is a key problem in constructing decision tree, which determines which attribute to be split (i.e., as a non-leaf node of decision tree). The attribute selection measure provides a ranking for each attribute according to the training tuples. The attribute with the best score for the measure is chosen to be the splitting attribute. In C4.5, gain ratio is used as the attribute selection measure.

Let $D$ be a training set of class-labeled tuples, $C_i$ (for $i = 1, \ldots, m$) is the class label of a tuple, the entropy of $D$ is given by

$$Info(D) = -\sum_{i=1}^{m} p_i \log_2(p_i), \quad (1)$$

where $p_i$ is the probability that a tuple in $D$ belongs to class $C_i$. Let $C_i, D$ be the set of tuples of class $C_i$; let $|C_i, D|$ and $|D|$ denote the number of tuples in $C_i, D$ and $D$, respectively; then $p_i$ can be estimated by $|C_i, D|/|D|$. The entropy of $D$ represents the “amount” of information needed to classify a tuple in $D$.

After the tuples in $D$ have been partitioned by attribute $A$ having $v$ distinct values, the more information needed to arrive at exact classification can be measured by

$$Info_A(D) = \sum_{j=1}^{v} \frac{|D_j|}{|D|} \times Info(D_j), \quad (2)$$

where $D_j$ is the subset of $D$: the tuples in $D_j$ all have the $j$th value on $A$.

The information gain of attribute $A$ is

$$Gain(A) = Info(D) - Info_A(D). \quad (3)$$

Ideally, each partition would be pure (i.e., all the tuples in a partition belong to the same class). So, the attribute with the maximum information gain is chosen as the splitting attribute.

The information gain is biased toward attribute with many outcomes (e.g., ID). So, the gain ratio is applied in C4.5 to overcome this bias, it is

$$GainRatio(A) = \frac{Gain(A)}{SplitInfo_A(D)}, \quad (4)$$

where

$$SplitInfo_A(D) = -\sum_{j=1}^{v} \frac{|D_j|}{|D|} \times \log_2 \left( \frac{|D_j|}{|D|} \right). \quad (5)$$

Similar to the information gain, the attribute with the maximum gain ratio is chosen as the splitting attribute. Can be thought of, the more important attribute is split more early. In other words, the non-leaf note that is closer to the root is more beneficial to classify tuples.
Because of the noise or outliers in training dataset, many branches of decision tree reflect this kind of anomalies in fact, in other words, the decision tree is over-fitted. Tree pruning methods used to address over-fitting by remove the least-reliable branches.

**Classifier Performance Evaluation**

After a classifier is derived using training dataset, the classifier’s performance should be evaluated on test set.

Let $TP$, $TN$, $FP$, $FN$, $P$, $N$ be the number of true positive, true negative, false positive, false negative, positive, and negative tuples, respectively; there are some measures: accuracy (or recognition rate, equal to $\frac{TP+TN}{P+N}$), error rate (or misclassification rate, equal to $\frac{FP+FN}{P+N}$), sensitivity (also known as true positive rate or recall, equal to $\frac{TP}{P}$), specificity (or true negative rate, equal to $\frac{TN}{N}$), precision (equal to $\frac{TP}{TP+FP}$), and $F_\beta$ (weighted harmonic mean of precision and recall which assigns $\beta$ times as much weight to recall as to precision, equal to $\frac{(1+\beta^2) \times \text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}}$, where $\beta$ is a non-negative real number). The measures are all between 0 and 1; among them, error rate the smaller the better, the others the bigger the better. Generally, the accuracy works best when dataset classes are evenly distributed; other measures are better suited to imbalance problem.

Receiver operating characteristic (ROC) curve is a visual tool that also often evaluates the performance of a classifier. An ROC curve can show the trade-off between the true positive rate and the false positive rate (equal to $\frac{FP}{N}$, which is $1 - \text{specificity}$). The ROC curve is closer to the upper left, the better the model; in other words, the area under the curve (AUC or ROC area) will be 1.0 for a perfect model.

**Data Selection and Description**

The phishing websites dataset (PWD) used in this study can be obtained from UCI Machine Learning Repository [10].

Maybe because of the deficiency of the agreement on the definitive features those characterize phishing websites, it is difficult to shape a dataset that covers all possible features. So, PWD uses some important features that have proved to be sound and effective in detecting phishing websites, which are partitioned to 4 classes: address bar based features (12 features), abnormal based features (6 features), HTML and JavaScript based features (5 features), and domain based features (7 features).

There are 30 features in PWD which are all nominal; there is no missing value for each feature on the dataset. Most of the features’ values for a tuple are obtained through domain knowledge or experience, take the feature of URL_length as an example:

$$URL_{length} = \begin{cases} 
\text{legitimate (mark as 1)} & \text{URL length} < 54 \\
\text{suspicious (mark as 0)} & 54 \leq \text{URL length} \leq 75 \\
\text{phishing (mark as -1)} & \text{URL length} > 75 
\end{cases}$$

It should be pointed out that the rules like this are only judgments based on domain knowledge or experience, which is why construct classification model.

Each tuple in PWD represents a website that is labeled as phishing (mark as -1) or legitimate (mark as 1) website. There are 11055 tuples, among them, 4898 (44%) are labeled as phishing, and 6157 (56%) are labeled as legitimate; it can be considered that the classes distribution of PWD have slight imbalance.

To reduce the complexity of the decision tree, and the computational cost of the construction of the model, so that this work can be used into software system in the future, the dataset called PWD2 is generated using selection attributes method on PWD. The selection attributes method we use evaluates the worth of a subset of attributes by considering the individual predictive ability of each
feature along with the degree of redundancy between them; to search the space of attribute subsets, an approach of greedy hillclimbing augmented with a backtracking facility is used. After dimension reduction processing, there are 9 features in PWD2. In section “Experimental Results”, PWD and PWD2 are used to construct decision tree respectively to evaluate the dimension reduction through comparing the decision tree models.

**Experimental Results**

By applying C4.5 algorithm on PWD, the obtained confusion matrix is shown in Table 1, the decision tree has 169 leaves, the size of the tree is 297 (in other words, the tree has 297 nodes). By breadth-first traversal of the top 3 levels of the decision tree, obtained the list of features is SSL_final_State, Prefix_Suffix, URL_of_Anchor, URL_of_Anchor, URL_of_Anchor, Prefix_Suffix, web_traffic, URL_Length, and their levels are 1, 2, 2, 2, 3, 3 and 3, respectively. To evaluate the decision tree model, 10-fold cross-validation is used, and the results are show in Table 2; note that, in Table 2, the metrics for each class is the mean of 10 folds (e.g., for class -1, the TP rate, 0.942, is the mean of 10 folds).

<table>
<thead>
<tr>
<th>Class</th>
<th>TP rate</th>
<th>FP rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC area</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.942</td>
<td>0.028</td>
<td>0.964</td>
<td>0.942</td>
<td>0.953</td>
<td>0.984</td>
</tr>
<tr>
<td>1</td>
<td>0.972</td>
<td>0.058</td>
<td>0.955</td>
<td>0.972</td>
<td>0.963</td>
<td>0.984</td>
</tr>
<tr>
<td>Weighted avg.</td>
<td>0.959</td>
<td>0.045</td>
<td>0.959</td>
<td>0.959</td>
<td>0.959</td>
<td>0.984</td>
</tr>
</tbody>
</table>

Using the same method to process PWD2, the confusion matrix and the relational metrics see Table 3 and Table 4, respectively. The decision tree has 80 leaves, and the size of the tree is 125. Using breadth-first traversal on the top 3 levels of the decision tree, the list of features is SSL_final_State, Prefix_Suffix, URL_of_Anchor, URL_of_Anchor, URL_of_Anchor, Prefix_Suffix, web_traffic, having_Sub_Domain, and their levels are 1, 2, 2, 2, 3, 3 and 3, respectively.

<table>
<thead>
<tr>
<th>Class</th>
<th>TP rate</th>
<th>FP rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>ROC area</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.923</td>
<td>0.041</td>
<td>0.947</td>
<td>0.923</td>
<td>0.935</td>
<td>0.979</td>
</tr>
<tr>
<td>1</td>
<td>0.959</td>
<td>0.077</td>
<td>0.940</td>
<td>0.959</td>
<td>0.949</td>
<td>0.979</td>
</tr>
<tr>
<td>Weighted avg.</td>
<td>0.943</td>
<td>0.061</td>
<td>0.943</td>
<td>0.943</td>
<td>0.943</td>
<td>0.979</td>
</tr>
</tbody>
</table>

Repeat 10 times the operation, 10-fold cross-validation for C4.5, on PWD; the same treatment for PWD2; then, 200 results are obtained, each one represents 1-fold of a 10-fold cross-validation. Through the analysis, the mean and the standard deviation of accuracy are 0.9592 and 0.0054 on PWD respectively, which are 0.9431 and 0.0069 on PWD2 respectively; performing corrected paired t-test under the significance of 0.05 (two tailed), it shows that the accuracy on PWD compares to the one on PWD2 is not statistically significantly different. Using the same method, it shows that the mean and the standard deviation of true positive rate are 0.94 and 0.01 on PWD.
respectively, which are 0.92 and 0.01 on PWD2 respectively; the true positive rate on PWD compares to the one on PWD2 is not statistically significantly different.

Discussions

Performance of C4.5

The following discussion is about class -1 (phishing) on PWD.

The TP rate (0.942), can be thought of as a measure of completeness, is very closer to 1.0, this show that the proportion of positive tuples that are correctly identified is very high; the FP rate (equal to 1 – specificity) is 0.028 and very closer to 0.0, which shows that the proportion of negative tuples that are incorrectly identified is very low. ROC curve can show the trade-off between TP rate and FP rate; the ROC area (0.984) is very closer to 1.0, it proves the fact that the high TP rate with the low FP rate by using C4.5.

The very high precision (0.964) shows the high exactness by using C4.5. The trade-off between the precision and the recall, F1(0.953), is very closer to 1.0, which proves the fact that the high recall with the high precision by using C4.5.

Through the above statement, it can be considered that the performance of C4.5 is very good for class -1 on PWD. Through the discussions those are about class 1 on PWD, class -1 on PWD2, class 1 on PWD2 respectively by the similar approach, similar conclusions can be obtained, i.e., in general, the performance of C4.5 algorithm on PWD and PWD2 are all very good according to various evaluation measures.

In addition, an end-user careless accesses to a phishing website, will give him a huge loss; so, recall measure is very import to phishing detection problem. The experimental results show that the recall measures for class -1 are all very high, not only on PWD, but also on PWD2.

Selection of Dataset

Experimental results show that the size of the decision tree for PWD is 297 with 169 leaves, and the size of the decision tree for PWD2 is 125 with 80 leaves; it show that the factor, the features in PWD (30) are much more than the features in PWD2 (9), lead to the decision tree for PWD is much more complex than the decision tree for PWD2. Obviously, more features on dataset will lead to the more computational cost. It is well-known that a model with highly complex and computational cost is detrimental to applying.

After repeat 10 times 10-fold cross-validation on PWD and PWD2 respectively, the standard deviations of accuracy are 0.0054 and 0.0069 for PWD and PWD2 respectively; the standard deviations of recall are all 0.01 for PWD and PWD2; it shows that the accuracy and the recall of C4.5 are all very stable, not only on PWD, and also on PWD2. Through the corrected paired t-test under the significance of 0.05 (two tailed), it shows that the accuracies on PWD and PWD2 are not statistically significantly different, the recalls on PWD and PWD2 are also like this; in other words, the performance of C4.5 on the two dataset is the same, at least the accuracy and the recall, more important measures for phishing website detection problem.

In summary, the decision tree based on PWD2 is better than the one based on PWD.

Key Features for Classification

In C4.5, the feature with the maximum gain ratio is selected as the splitting feature, it lead to the resulting partitions at each branch are as pure as possible. A pure partition means that all the tuples in it belong to the same class. So, the feature that is closer to the root of a decision tree is more conducive to classification.

The list of the features in the top 3 levels of the decision tree for PWD2 is SSLfinal_State, Prefix_Suffix, URL_of_Anchor, URL_of_Anchor, URL_of_Anchor, Prefix_Suffix, web_traffic, having_Sub_Domain. After the elimination of redundancy, the features are SSLfinal_State, Prefix_Suffix, URL_of_Anchor, web_traffic, having_Sub_Domain, and their levels are 1, 2, 2, 3 and 3 respectively. These five features can be considered the key features for classification; their levels reflect their importance. The descriptions of these features see [17].
Conclusions

C4.5 has very good classification ability and high stability, not only on PWD, but also on PWD2. The model based on PWD2 is better than the one based on PWD because: 1) the two models are not statistically significantly different on performance, and 2) compare to PWD, the less features on PWD2 can decrease the complexity of model and computational cost.

Based on the characteristic of the selection of splitting feature in C4.5, the key features for classification can be obtained using the decision tree. In our problem, the key features for phishing website detection are SSLfinal_State (1), Prefix_Suffix (2), URL_of_Anchor (2), web_traffic (3) and having_Sub_Domain (3) (The values in parentheses indicate importance, a smaller value means more important). It should be noted that it is not enough to achieving accurate classification just based on the key features, but this makes sense.

The dataset used in this study has been preprocessed by experts using domain knowledge and experience, plus the development of phishing technology is fast; selecting appropriate features and preprocessing them is a very challenging work.
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