A Strategy of Software Reliability Model Integration Based on Model Measurement
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Abstract. Generally, an integrated model behaves better than a single Software reliability model (SRM). However, there is no clearly guideline to support the component models selection. In this paper, it provides a strategy to component models selection for integration based on two model measurement: robustness and precision. The experiments show that the new model with the selective strategy performs better than the one with non-selective strategy.

Introduction

Software reliability model (SRM) is a powerful tool for predicting, controlling, and assessing software reliability. The number of existing SRMs exceeds hundred with more models developed every year to estimate software reliability measures, such as the number of remaining faults, software failure rate, and software reliability [31]. From the inherent characteristics of software testing process, a SRM with a bathtub-shaped fault detection rate is proposed [2], which could be used to provide accurate predictions during the testing process and guide optimal release time decisions. As software in an embedded system has taken charge of controlling both software and hardware components, to improve the accuracy of SRM, a novel model is proposed which considers not only the failures caused by software, but also the failures caused by hardware [11]. Based on this method, the classical SRM could be improved and provide more accurate software reliability estimation. For the increasing open source software, many experiments have conducted for improving the mean value functions of various SRMs [5]. In this condition, several classical models are improved, such as S-shaped model, the Goel-Okumoto model, Musa-Okumoto model, and so on. Literature [13] compared the fitting and prediction capability of eight software reliability models using fifty different datasets of open source software testing.

For the analysis of traditional one dimension SRM, researcher used one factor such as testing-time, testing-effort or test coverage, etc for designing the reliability model, literature [6] provided with a generalized framework for two-dimensional SRM with change-point for software reliability assessment. Based on this model, literature [12] formulated an optimal release planning problem which minimizes the cost of software testing of the release, which could removing a desired proportion of faults from the current software release.

In recent year, as more and more applications are developed in object-oriented technology and object-oriented programming languages contain new language features, most notably inheritance, polymorphism, and dynamic binding which have a strong impact on the reliability of software. With this consideration, literature [1] incorporates the influence factors of complexity of the software under testing and the test effectiveness into the reliability model so as to construct an accurate model
for object-oriented software. However, although these models have applied successfully in different domain software, still there is no model that can be applied in all cases. Models that are good in general are not always the best choice for a particular data set, and it is impossible to know in advance which SRM should be used in any particular case [7]. No one has succeeded in identifying a priori the characteristics of software that will ensure that a particular model can be trusted for reliability predictions [10].

In order to improve the accuracy of software reliability prediction, integrated or combination SRM are better than classical SRM. Traditional strategies of model integration take into account all the available models with neural network models [3]. Is this good enough for software reliability prediction? In previous work, we proposed two metrics for software reliability model measurement and classification. In this paper, we improve the metrics and provide with a strategy for component model selection. At last, we evaluate the effectiveness with experiments, which are conducted with two open tools SMERFS and CASRE.

**Limitation of SRM**

There are two fundamental conditions for traditional SRM: a) the input of the software is stochastic, to generate a point in space is a stochastic process; b) given the same input, the program gets the same output. So if the software system fulfills the two conditions above, then the software reliability stochastic model is correct. The mapping between operation space $\text{Op}$ and input space $\text{I}$ is a subjective mapping as shown in Figure 1, the same with the relationship between the failed operation space $\text{Op}_f$ and $\text{I}_f$.

![Figure 1. Relationship among Operation Space, Input Space and Output Space.](image)

Although the input of program $P$ is innumerable, we could divisive the input space as several area, which is numerable, based on function equivalent division. Therefore, it could suppose the input of program $P$ could be represented as $x_1, x_2, \ldots, x_n$ in operation space, then the output could be represented as $[P](x_1), [P](x_2), \ldots, [P](x_n)$ in output space, when there is no fault in program $P$. Otherwise, the outputs are $\overline{[P]}(x_1), \overline{[P]}(x_2), \ldots, \overline{[P]}(x_n)$.

Then, if the each operation in space $\text{Op}$ is stochastic, then the corresponding inputs in space $\text{I}$ are also stochastic. And in this case, the condition a) would be satisfied. But in practice, the operations, which could be determined by the behaviors of users, are not stochastic. As we known, the behaviors of different users are following with certain purpose or usage. Therefore, the conditional a) would be not satisfied strictly in practice. On the other hand, the program outputs are influence by not only the target program but also the runtime environment. Thus, with the same input, the output of the target program would be different. Therefore, the conditional b) could not be fully satisfied.

It is precisely for these two reasons the traditional SRMs would be ineffective in practical reliability prediction. To improve the precision of SRMs and get accurate models, several researches have conducted to break though these two conditions. For example, literature [9] proposed that the SRM should consider the operational profiles of target software or the users. This method is used to alleviate the condition a). It suggested that the target software should be considered under some conditions [10], and thus the better SRM would be generated, which is used to alleviate the condition b).
With these analyses, we could get the conclusion there is no best SRM for single model. The two limitations determine that a single model, JM [3], GO [1], MO [14], Duane model (DU) [8] and Littlewood model (LM) [1], could not represent a source of uncontrolled variability in the properties of the failure process. Therefore, we can conclude and predict that the performance of a single model would be different. In other words, there is no model which always performs better than other models.

A Strategy of Software Reliability Model Integration Based on Model Measurement

Deviation of SRM

In previous research [15], we introduce two metrics for model selection, which are model precision and model robustness. The model precision is the expectation of the failure time or the failure number. But in practice, we not only want to know the distance between the practical value and the model output, but also plant to know whether the difference value is negative or not. Therefore, the definition of model precision could be improved.

Deviation of SRM: For target software and a SRM, suppose that there are n observed points, then for every observed point, there is a corresponding computing value by SRM. Thus, the deviation of point i could be represented as: \( \text{Deviation}(M)_i = Re_i - \text{RM}_i \) \[1\]

Then, the deviation of SRM is noted as: \( (\text{Deviation}(M)_1, \text{Deviation}(M)_2, ..., \text{Deviation}(M)_n) \)

In this case, the Precision of SRM could be represented as:

\[
\text{Precision}(M) = \frac{1}{n} \sum_{i=1}^{n} |\text{Deviation}(M)_i| \tag{1}
\]

So, we could conclude that the smaller the Precision of model M is, the better the performance of the model M. Compared with Precision of SRM, Deviation of SRM is a series of measurement of the deviation between an observed value and a computed value. Therefore, Deviation metric could be more detailed and suitable for SRM precision measurement than the previous Precision metric. With this new metric, we could define two kinds of SRM. Radical Model: for \( i \in (1, n) \), M is the software reliability model, if \( \sum_{i=1}^{n} \text{Deviation}(M)_i \leq 0 \), then M is a radial model, otherwise M is a Conservative model. Obviously, for radical models the smaller of the summation of deviation values, the more radical of the SRM m. And for conservative model, the bigger of the summation of deviation values, the more conservative of the SRM m.

These two kinds of models have different application situations in evaluating the software reliability in practice. As for normal software the radical model can be used, because the effect would be not severity when a failure happens but the model does not predict it. But for other critical software which will cost users a great loss when they lose efficiency, the conservative model should be used.

Robustness of SRM

Traditionally, great efforts have been made to improve and enhance the precision of SRM. Although there are some models could achieve good precision for target software, the better performance would not continue. The model always gets a worse result for software. Therefore, these SRMS perform sometimes well, some times bad. And the aspect of precision and deviation can’t reflect the quality of the model completely. In this sense, another feature of SRM Robustness is introduced.

In previous work [15], we define the Robustness of a SRM as equation 2. Based on the definition of Deviation, we could see that for single software, the performance of M is not always same. According to the definition of Deviation, the mean variance of the model is computed by equation 2.

\[
\text{Robustness}(M) = \frac{1}{n} \sum_{i=1}^{n} (\text{Deviation}(M)_i - E(\text{Deviation}(M)_i))^2
\]

\[2\]

\( E(\text{Deviation}(M)_i) \) is the mathematical expectation, which is computed by equation 3.
\[
E(\text{Deviation}(M)) = \frac{1}{n} \sum_{i=1}^{n} \text{Deviation}(M)_i
\]  

(3)

When the Robustness of the model is high, it is called as Initial state model; otherwise, it is Steady state model. And we should note that the Robustness of SRM is a determinate value, but the Initial state property and Steady state property of different SRMs are a kind of relative conceptions. Before we classify the model based on Robustness, an experiential threshold value should be initialized. As we known, software experts select suitable SRM to make a comprehensive evaluation over the development of dedicated reliability models for specific software projects [3][4], and to improve the reliability of evaluation and prediction. With the expression of Robustness of model M, we could know that they select SRMs based on model robustness, but not the deviation of M.

Therefore, the SRM is confined to some theoretical assumptions we made. Because many of these assumptions are so ideal that may not reflect the real operation profile. So when the Deviation of a single model is quite high, maybe its Robustness is not so satisfactory. Thus, the model with good Deviation and Robustness is what we need.

**Experiments**

Validating a SRM is hard [8] for software reliability data; reliability, especially software reliability is an attribute that is hard to measure and hence even harder to validate. As [8] illustrated, integrated SRM always behave better than single SRM. And traditional methods take all available models for model integration. In this section, we would do several experiments to compare the selective ensemble strategy with the nonselective ensemble strategy for SRM integration.

![Figure 2. Performance of Different SRM for IDC Data Set 1: (a) Single SRM. (b) Ensemble SRM.](image-url)
As SRMs could be divided into two classes, depending upon the data the model uses, we conducted four exploratory empirical studies to validate our metric. The first two data sets used the Interval-Data-Counts (IDC) data sets, and the last one used the Time-Between-Failure (TBF) data set. Figure 2 (a) are the Observed failure number of every week, BAM-B, BAM-P, GPO-1, GPO-2, NHP, SDW-T1 and YAM. For Figure 2 (b) are observed data set, integrated model of all available models and selective ensemble model (NHP, YAM).

**Conclusion**

Based on the experiments, the following observations can be generated: (1) As Figure 2 (b) shown, selective integrated model of SRMs always performs better than non-selective integrated model. (2) From Figure 2, we can see that the last one is smoother than the first two ones. In other words, it may be that failure time is easier to estimate than total number of software failures. (3) As Figure 2 (a) shown, for different data sets, the deviation of some of the SRMs are obvious unusual. This also provides an evidence for the observation that there are differences between the performances of different SMRs. As Figure 2 (b) shown, the selective integrated model perform better than any component model. (4) TBF data set are always smoother than IDC data set. We can see that the last one is smoother than the first two ones.
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