Design and Optimization of Kernel Function in Time-Frequency Analysis
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Abstract. The time-frequency distribution reflects the frequency energy distribution of the signal in different time periods, and the time-frequency analysis can effectively extract the relevant characteristic parameters of the signal. Aiming at the difficulty of regulation of time-frequency distribution kernel function, poor frequency aggregation and weak ability to suppress cross-terms, this paper proposes a kernel function with four parameters. By selecting the kernel function parameters, on the one hand, the core function passband and transition band can be effectively controlled to achieve the ideal filtering effect, and on the other hand, the interference between signal components is greatly suppressed, and the time-frequency aggregation is further improved. At the same time, the kernel function parameters are optimized by using the third-order Renyi information, so that the time-frequency distribution performance and the filtering effect are optimized, which lays a foundation for effectively extracting the relevant characteristic parameters of the signal.

Introduction

The time-frequency distribution reflects the frequency energy distribution of the signal in different time periods. On the one hand, the time-frequency distribution can acquire the signal change process, on the other hand, the relevant characteristic parameters of the signal can be effectively extracted. The time-frequency analysis can analyze and process the signal simultaneously in the time domain and the frequency domain, and obtain the time-frequency distribution of the signal by time-frequency analysis, thereby extracting the relevant characteristic parameters of the signal. After the signal is processed by time-frequency analysis, the self-term and cross-term of the signal are generated. The original signal can be recovered by the self-term of the signal, and the cross-term greatly affects the recovery of the original signal. Therefore, the design of the kernel function in time-frequency analysis is the key to improve the frequency aggregation of the filtered signal and suppress its cross-interference term.[1-5]

Literature[6] Based on the Pseudo Wigner-Ville distribution (PWVD) for signal time-frequency analysis, PWV only window-times the time-frequency distribution of the signal, which does not suppress the cross terms well; the literature [7] uses the Smoothed Pseudo Wigner-Ville distribution (SPWVD) for time-frequency analysis of signals, although the time-frequency distribution of the signal is windowed and smoothed in time, its frequency aggregation is poor; Choi-Williams distribution[8] and Butterworth distribution[9] The kernel function is similar in shape. Although the Butterworth distribution has better controllability by selecting the kernel function parameters, the cross terms on the central axis of the delay and the central axis of the frequency offset cannot be completely removed. In order to better improve the time-frequency analysis ability, this paper proposes a kernel function with four parameters[13]. By selecting the kernel function parameters, on the one hand, the core function passband and transition band can be effectively controlled to achieve the ideal filtering effect, and on the other hand, the interference between signal components is greatly suppressed, and the time-frequency aggregation is further improved. At the same time, the kernel function parameters are optimized by using the third-order Renyi information[10], so that the time-frequency distribution performance and the filtering effect are optimized, which lays a foundation for effectively extracting the relevant characteristic parameters of the signal.
Kernel Function Design

The self-term part of the signal in the fuzzy domain is generally concentrated around the center of the origin, and the interference term is distributed around the origin and far from the origin. Therefore, the kernel function is required to have such a property: the passband should contain the self-term, and the stopband contains Cross-term, the transition zone is as steep as possible.

Time-frequency Analysis Structure Frameworks

Figure 1 shows the structural framework of time-frequency analysis. By the formula (2) mixing the blur function $s(t)$ can be transformed to fuzzy domain signal, then multiplied with the kernel function $\phi(\tau, \nu)$, frequency distribution is then obtained through two-dimensional Fourier transform to the mixed signals:

$$
TFR(t, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A_s(\tau, \nu) \phi(\tau, \nu) e^{-j2\pi(n\tau + f\nu)} d\tau d\nu
$$

The fuzzy function $A_s(\tau, \nu)$ is:

$$
A_s(\tau, \nu) = \int_{-\infty}^{\infty} s(t + \frac{\tau}{2}) s^*(t - \frac{\tau}{2}) e^{j2\pi\nu t} dt
$$

In equation (2), $\tau$ is the time delay and $\nu$ is the frequency offset. Usually, the self-term part of the signal in the fuzzy domain is concentrated around the center of the origin, and the interference term is distributed around the origin and farther away from the origin. Therefore, the designed kernel function should have the following characteristics: the passband contains the self-term, the stopband contains the cross term, and the transition zone is steep.

Kernel Function Design

The kernel function of the Butterworth distribution is:

$$
\phi(\tau, \nu) = \frac{1}{1 + (\tau / \tau_0)^{2M} (\nu / \nu_0)^{2N}}
$$

Take, $M = 1$, $N = 1$, $\tau_0 = 0.07$, $\nu_0 = 0.07$ and get $\phi(\tau, \nu)$ the contours in the blur domain as shown in Figure 2. As can be seen from the figure, the passband of the kernel function is a cross shape, which includes both the center of the origin and the central axis of the delay and the central axis of the frequency offset. $\tau_0$ and $\nu_0$ respectively regulate the kernel width of the kernel function on the time-delay axis and the frequency off-axis, and $M$ and $N$ jointly control the transition band size and the passband smoothness. The larger the $M$ and $N$, the narrower the transition zone, the steeper the shape, and the flatter the passband. However, for the Butterworth distribution, since the passband is a cross shape, there is no good suppression of the crosstalk term on the time delay axis and the frequency off axis. To this end, the enhanced kernel function of this paper has the following expression:
\[
\phi(\tau, \nu) = \frac{1}{1 + (\tau / \tau_0)^{2M} + (\nu / \nu_0)^{2N} + (\tau / \tau_0)^{2M} (\nu / \nu_0)^{2N}}
\] (4)

The designed kernel function passband range is in the center of the origin, and the passband range on the center axis of the delay and the center axis of the frequency offset is no longer infinitely extended. The kernel width of the kernel function on the time-delay axis and the frequency off-axis can be controlled by \( \tau_0 \) and \( \nu_0 \) respectively, and \( M \) and \( N \) jointly control the size of the transition band and the smoothness of the pass band.

Figure 3 is a contour plot of the enhanced kernel function under different parameters for \( \tau_0 = 30 \) and \( \nu_0 = 0.016 \). It can be seen that as the value of \( M, N \) increases, the shape of the kernel function changes from a prism shape to a rectangle, and at this time, the transition band region becomes smaller and the shape becomes steeper, and the pass band region becomes larger and becomes flat. At the same time, the designed kernel function can well preserve the self-term of the analyzed signal and filter out the cross-interference items.

**Kernel Function Parameter Optimization Based on 3rd Order Renyi Information**

Assuming that the time-frequency distribution of signal \( s(t) \) to be analyzed is \( \text{TFR}_s(t, f) \), Renyi information can effectively evaluate the performance of time-frequency distribution. The mathematical expression of Renyi information is:

Figure 2. Butterworth distribution kernel function contour.

Figure 3. Contour of enhanced kernel function under different parameters.
\[ R^\alpha(\text{TFR}) = \frac{1}{1-\alpha} \log_2 \left( \int \int \text{TFR}^\alpha(t,f) \, dt \, df \right) \]  

(5)

In the formula, \( \alpha \) is an order. On the one hand, the Renyi value can measure the complexity of the time-frequency distribution information of the signal, and the other aspect can be used as the inverse measure of the time-frequency aggregation performance in the time-frequency analysis\(^{[13]}\). The larger the Renyi value is, the higher the information and complexity of the time-frequency distribution is, and the worse the time-frequency aggregation performance is. It can be seen that Renyi information is able to effectively evaluate the performance of time-frequency distribution.

Due to the information metric of the odd-order Renyi of the time-frequency distribution, the information metric of the cross-interference term is negligible, and the Renyi information is only related to the signal self-term. In this way, the Renyi information can be used to optimize the parameter delay width \( \tau_0 \) and the frequency offset width \( \nu_0 \) of the kernel function. Taking \( M=N=2 \), the kernel function parameter optimization process of the third-order Renyi information is:

Step 1: First set two parameter sets \( \tau_0 = \{\tau_{0,0}, \tau_{0,1}, \ldots, \tau_{0,m-1}\} \), \( \nu_0 = \{\nu_{0,0}, \nu_{0,1}, \ldots, \nu_{0,n-1}\} \) of the enhanced kernel function;

Step 2: First take the first value of the \( \tau_0 \) set, then traverse all the values in the \( \nu_0 \) set, calculate the time-frequency distribution \( \nu_0 \) of the kernel function according to the 3rd-order Renyi information value according to the formula (5), and store the values in the first order. Drawing in the matrix to obtain a curve;

Step 3: Search for the inflection point of the slope of the curve. Calculate the slope of each point on the curve \( R_3'(\nu_0) \). If \( R_3'(\nu_{0,1}) \neq R_3'(\nu_{0,2}) \approx R_3'(\nu_{0,3}) \), the optimal value of \( \nu_0 \) is \( \nu_{0,\text{opt}} = \nu_{0,2} \);

Step 4: Then repeat step 2, but at this time, \( \tau_0 \) takes the second value of the set, and then proceeds to step 3. At this time, the best value corresponding to \( \nu_0 \) is obtained, and after \( \tau_0 \) passes through the set, it will be obtained. First-order optimal value matrix, find the matrix mean, and take the value \( \nu_{\text{avg, opt}} \) as the best parameter;

Step 5: At this time, \( \nu_{\text{avg, opt}} \) is taken as the \( \nu_0 \) optimal value, and then the \( \nu_0 \) sets are traversed, and the 3rd-order Renyi information value of the time-frequency distribution of the enhanced kernel function is calculated according to the formula (5), and the values are saved in the first-order matrix. Drawing to get a curve;

Step 6: Search for the inflection point of the slope of the curve. Calculate the slope \( R_3'(\tau_0) \) of each point on the curve. If \( R_3'(\tau_{0,1}) \neq R_3'(\tau_{0,2}) \approx R_3'(\tau_{0,3}) \), the optimal value of \( \tau_0 \) is \( \tau_{0,\text{opt}} = \tau_{0,2} \).

Simulation Results and Analysis

Figures 4 and 5 are plots of Renyi information as a function of \( \nu_0 \) and \( \tau_0 \) for \( M=N=2 \), respectively. In Fig. 4, \( \tau_0=16 \), \( \tau_0=32 \), and \( \tau_0=48 \) are taken, respectively. It can be seen from the figure that when the value of \( \nu_0 \) is very small, the frequency offset width corresponding to the pass band of the kernel function is small, and although the cross-interference term can be well suppressed, the self-term of the analyzed mixed signal in the fuzzy domain is truncated. Without complete reservation, the time-frequency aggregation of this signal is extremely poor, and the Renyi information entropy of the time-frequency distribution is large; As \( \nu_0 \) becomes larger, the passband frequency offset width of the kernel function increases, and the mixed signal is gradually included in the passband region of the kernel function in the fuzzy domain, and the time-frequency aggregation performance is gradually improved. Therefore, the time-frequency distribution of Renyi Information entropy continues to decrease; When \( \nu_0 \) is continuously increased to a certain value, the frequency offset width of the passband of the kernel function completely preserves the self-term of the mixed signal in the fuzzy
domain, and the subsequent frequency offset width increases so that more cross terms fall on the kernel function. Within the passband, but the influence of the cross terms on the odd-order Renyi information entropy can be neglected. Therefore, the variation of the Renyi information value is not large, and the curve performance is relatively flat. In Fig. 5, $\nu_0 = 0.001$, $\nu_0 = 0.005$, $\nu_0 = 0.05$ are taken respectively. It can be seen from the figure that when the value of $\tau_0$ is very small, the delay width corresponding to the pass band of the kernel function is small, and the self-term of the mixed signal in the fuzzy domain is truncated, and the complete retention is not obtained, so the frequency aggregation performance is extremely poor at this time. Renyi has a large information entropy value; As $\tau_0$ increases, the passband delay width of the kernel function increases, and the mixed signal is gradually included in the passband region of the kernel function in the fuzzy domain. At this time, the time-frequency aggregation performance is gradually improved, so the Renyi information entropy value Constantly decreasing; When $\tau_0$ is continuously increased to a certain value, the delay width of the pass band of the kernel function has completely preserved the self-term of the mixed signal in the fuzzy domain, and the increase of the delay width will only cause more cross terms to fall. The kernel function is in the passband, but the influence of the cross term on the odd-order Renyi information entropy is negligible. Therefore, the variation of the Renyi information value is not large, and the curve performance is relatively flat. The inflection point of the speed change on the curve of Fig. 4 and Fig. 5 is taken as the optimal parameter of $\tau_0$, $\nu_0$. The optimum parameter value of $\nu_0$ which can be obtained from Fig. 4 is 0.005; the optimum parameter value of $\tau_0$ which can be obtained from Fig. 5 is 40.

**Figure 4.** The 3rd-order Renyi information value with $\nu_0$.

**Figure 5.** The 3rd-order Renyi information value with $\tau_0$.

## Conclusion

Time-frequency analysis is an important means of signal detection and parameter estimation. Obtaining a clear time-frequency diagram is quite critical. Aiming at the difficulty of regulation of time-frequency distribution kernel function, poor frequency aggregation and weak ability to suppress cross-terms, this paper proposes a kernel function with four parameters. By selecting the kernel function parameters, on the one hand, the core function passband and transition band can be effectively controlled to achieve the ideal filtering effect, and on the other hand, the interference between signal components is greatly suppressed, and the time-frequency aggregation is further improved. At the same time, the kernel function parameters are optimized by using the third-order Renyi information, so that the time-frequency distribution performance and the filtering effect are optimized, which lays a foundation for effectively extracting the relevant characteristic parameters of the signal.
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