On a Linear Control Problem under Interference with a Payoff Depending on the Modulus of a Linear Function and an Integral
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Abstract. We consider the problem of controlling the rod, which is attached to the rotor of the electric motor. The control is the value of the voltage applied to the electric motor. The quality criterion is the sum of the angle deviation module that forms the rod with the vertical axis, at a given time, and the integral of the square of the voltage value. We take nonlinear addend in the Lagrange equation of the system as interference. After that, this problem becomes an example of a more general linear control problem under the action of an uncontrolled interference. Applying the results obtained for such problems in the previous works of one of the authors, we construct optimal voltage in the problem of controlling the rod.

Introduction

The linear control problem with an effect of uncontrolled interference and with a fixed termination moment, using a linear change of variables [6], can be reduced to the form when on the right-hand side of the new equations there is only the sum of control and interference whose values belong to given sets depending on the time. In the case that in a linear control problem with interference the payoff is the value of a linear function module at a given moment of time, a linear change of variables leads to a single-type problem when the sets of control and interference values are time-dependent segments. In a more general case, such problems are characterized by the fact that control and interference vectograms are balls whose radii depend on time. Such dynamics after a change of variable arises in well-known differential games “isotropic missiles” [3], control example L.S. Pontryagin [9]. For such differential games, in the case when the terminal set is a ball of a given radius, the form of the alternating integral is found in [9]. In [11], optimal positional strategies for players were constructed. In [12] the form of alternating integral for single-type games with an arbitrary convex closed terminal set is found and optimal positional controls for players are constructed. In work [16], the first player, leading a phase point to a circle of a given radius, minimizes the integral payoff, which is given by the convex function of the norm of his control.

In papers the [13, 14, 15], there are considered the single-type control problems under interference in which control is constructed from the condition of minimization of the payoff, which is the sum of both the terminal and the integral components. In the papers [13, 14], it is assumed that geometric constraints are imposed on the choice of control. In the paper [15], the integral component of the payoff is an integral of the degree of the control value. For these problems, opti-
nal control existence theorems are proved under rather wide constraints on the class of problems. Necessary and sufficient conditions are found, under which feasible controls are optimal.

Problems on the construction of the law of the voltage supplied to the motor are actual. In [1], such a problem of controlling a pendulum with an electric motor fixed at its end with a flywheel is investigated. In the works [8, 17], a numerical method developed by the authors was applied to solve this problem and computer simulation was carried out.

In our work, we consider the problem of optimal control of the rod, one end of which is rigidly attached to the axis of the electric motor. The Lagrange equation for this system contains a nonlinear addend. Following [2, 18], this added is taken as interference. We obtain a linear control problem in the presence of interference. Applying the results of [15], we construct the optimal voltage for the problem of controlling the rod.

**Introductory Example**

The rotor axis of the electric motor passes through the point $O$ perpendicular to the plane of the figure (see fig. [1]). One end of the rod $OA$ is rigidly attached to the axis of the rotor so that it can rotate together with the rotor about its axis in the plane of the figure.

The rotation angle of the rod is denoted by $\alpha$. The mass of the rod is equal to $m$. The moment of inertia of a system consisting of the rotor and the rod, with respect to the rotor axis, is denoted by $J$.

Neglecting the inductance in the motor rotor circuit, we assume [1, 8, 17] that the moment of electromagnetic forces applied to the rotor on the side of the stator is equal to $c_1 \nu - c_2 \dot{\alpha}$, $c_i > 0$, $i = 1, 2$. Here, $\nu$ is a voltage applied to the motor. The product $c_2 \dot{\alpha}$ describes the moment of forces, which arise because of counter-emf.

Denote by $l$ the distance from point $O$ to the center of mass of the rod and write down the Lagrange equation, which describes the motion of the system

$$J \ddot{\alpha} = -mg \sin \alpha - c_2 \dot{\alpha} + c_1 \nu.$$

The angle $\alpha_*$, the time moment $p > 0$ and the weight coefficient $f > 0$ are given. The goal of choice of applied voltage $\nu(t)$ is to minimize value

$$|\alpha(p) - \alpha_*| f + \int_0^p \nu^2(t) dt.$$

The integral component of the quality criterion determines value of energy consumption.

Following [2, 18], we take nonlinear addend in the Lagrange equation as interference

$$\eta = -\frac{mgl}{J} \sin \alpha.$$

It is believed that for distance $l$ we know only the estimate of its value $0 < l \leq l_*$. Then for interference constraint

$$|\eta| \leq \delta, \quad \delta = \frac{mgl_*}{J}$$

holds.

Denote

$$x_1 = \alpha, \quad x_2 = \dot{\alpha}, \quad k = \frac{c_2}{J}, \quad \beta = \frac{c_1}{J}, \quad \xi = \text{sign } \nu, \quad \phi = |\nu|.$$
We assume that sign 0 = 1. Write down the considered problem as a control system under interference
\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 0 & -k \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} + \phi \begin{pmatrix} 0 \\ \beta \end{pmatrix} \xi + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \eta, \quad |\xi| = 1, \quad |\eta| \leq \delta
\]
with the quality criterion
\[
|x_1(p) - \alpha_*| f + \int_0^p \phi^2(t) dt \to \min_{\xi, \phi} \max_{\eta}.
\]

Problem statement

We consider the controlled process
\[
\dot{x} = A(t)x + \phi B(t)\xi + \eta, \quad x(t_0) = x_0; \quad x \in \mathbb{R}^n, \quad t \leq p.
\] (1)

Here, \( p \) is given termination moment of the control process, and \( t_0 \) is initial time moment; \( \phi \in \mathbb{R} \) and \( \xi \in M \) are control, and the set \( M \) is connected and symmetric with respect to the origin of coordinates compact in \( \mathbb{R}^s \); the interference \( \eta \) belongs to the connected compact \( Q \subset \mathbb{R}^m \); \( A(t) \) and \( B(t) \) are matrices with corresponding dimensions whose elements are continuous for \( t_0 \leq t \leq p \) functions.

Let us determine an feasible control. Denote by \( L_2[t_0, p] \) the space of measurable functions \( \phi : [t_0, p] \to \mathbb{R} \) with the degree \( \phi^2(r) \), which is summable on the segment \([t_0, p]\). Feasible control is non-negative function \( \phi(\cdot) \in L_2[t_0, p] \) and arbitrary function \( \xi : [t_0, p] \times \mathbb{R}^m \to M \). The interference is realized as arbitrary function \( \eta : [t_0, p] \times \mathbb{R}^m \to Q \).
Such a definition of feasible control has the following reason. In the problems of controlling mechanical systems of variable composition, in which the motion is described by the Meshchersky equation [5], a case is possible when the law of variation of the reactive mass must be programmed, and it can be controlled only by the direction of the relative velocity of its separation. In this case, we obtain formulated previously feasible control.

Following [6], the motion of the system (1) generated by feasible control and interference is determined using polygonal lines.

Take the partition $\omega$ of the segment $[t_0, p]$ with the diameter $d(\omega)$

$$\omega : t_0 < t_1 < \ldots < t_j < t_{j+1} = p, \quad d(\omega) = \max_{i=0,j}(t_{i+1} - t_i).$$

Construct $x_\omega(t)$ for $t_0 < t \leq t_1$ as solution of Cauchy problem

$$\dot{x}_\omega(t) = A(t)x_\omega(t) + \phi(t)B(t)\xi(t_0, x_\omega(t_0)) + \eta(t_0, x_\omega(t_0)), \quad x_\omega(t_0) = x_0.$$ 

Denote $x_1 = x_\omega(t_1)$. Construct $x_\omega(t)$ for $t_1 < t \leq t_2$ as solution of Cauchy problem

$$\dot{x}_\omega(t) = A(t)x_\omega(t) + \phi(t)B(t)\xi(t_1, x_\omega(t_1)) + \eta(t_1, x_\omega(t_1)), \quad x_\omega(t_1) = x_1.$$ 

Further, assume that we constructed $x_\omega(t)$ for $t_{i-1} < t \leq t_i$, $i \leq j$. Denote $x_i = x_\omega(t_i)$. Construct $x_\omega(t)$ for $t_i < t \leq t_{i+1}$ as solution of Cauchy problem

$$\dot{x}_\omega(t) = A(t)x_\omega(t) + \phi(t)B(t)\xi(t_i, x_\omega(t_i)) + \eta(t_i, x_\omega(t_i)), \quad x_\omega(t_i) = x_i. \quad (2)$$

It can be shown that the family of these polygonal lines, which are determined on the segment $[t_0, p]$, is uniformly bounded and equicontinuous [11, P. 56]. By Arzela’s theorem [4, P. 104], from any sequence of the polygonal lines [2] we can select a subsequence that converges uniformly on the segment $[t_0, p]$. The motion of the system (1) realized with feasible control and interference from the initial state $x(t_0) = x_0$ is defined as any uniform limit of the sequence of the polygonal lines [2], for which diameters of partition $d(\omega)$ tend to zero.

The quality criterion of control is value

$$|\langle \psi_0, x(p) \rangle - C|f + \int_{t_0}^{p}\phi^2(r)dr. \quad (3)$$

Here, $\psi_0 \in R^m$ is the given vector, $C$ is the given number; $f > 0$ is the weight coefficient; $\langle \cdot, \cdot \rangle$ is the scalar product in $R^m$.

The control is constructed using the principle of minimization of the guaranteed result [6] of quality criterion (3).

**Reduction to One-Dimensional Single-Type Problem**

Following [6, P. 160], we pass to a new controlled system, in the equations of motion of which there is no phase vector. Consider for $t_0 \leq t \leq p$ solution $\psi(t)$ of the Cauchy problem:

$$\dot{\psi} = -A^*(t)\psi, \quad \psi(t_0) = \psi_0. \quad (4)$$
Here, $A^t(t)$ denotes the transposed of matrix $A(t)$. Denote
\[ b_-(t) = \min_{\eta \in Q} \langle \psi(t), \eta \rangle, \quad b_+(t) = \max_{\eta \in Q} \langle \psi(t), \eta \rangle. \]  
(5)
Then connectivity of compact $Q$ implies [7, P. 33, theorem 4] that
\[ \langle \psi(t), \eta \rangle = \frac{1}{2}(b_+(t) + b_-(t)) + b(t)v, \quad |v| \leq 1, \quad b(t) = \frac{1}{2}(b_+(t) - b_-(t)) \geq 0. \]  
(6)
Denote
\[ a(t) = \max_{\xi \in M} \langle \psi(t), B(t)\xi \rangle. \]  
(7)
Connectivity and symmetry of compact $M$ imply that $a(t) \geq 0$ and
\[ \langle \psi(t), B(t)\xi \rangle = -a(t)u, \quad |u| \leq 1. \]  
(8)
Note that functions (5) and (7) are continuous [10, lemma II.3.5]. Hence, the function $b(t)$ in formula (6) is continuous.

Introduce a new variable
\[ z = \langle \psi(t), x \rangle + \frac{1}{2} \int_t^p (b_+(r) + b_-(r))dr - C. \]  
(9)
Then (4) and (9) imply that $z(p) = \langle \psi_0, x(p) \rangle - C$, and the polygonal line $z_\omega(t)$ corresponding to the polygonal line (2) is determined by equalities
\[ \dot{z}_\omega(t) = -\phi(t)a(t)u_i + b(t)v_i, \quad |u_i| \leq 1, \quad |v_i| \leq 1. \]
Thus, we obtain one-dimensional single-type control problem
\[ \dot{z} = -\phi(t)a(t)u + b(t)v, \quad z(t_0) = z_0; \quad \phi(t) \geq 0, \quad |u| \leq 1, \quad |v| \leq 1 \]  
(10)
with the quality criterion
\[ |z(p)|f + \int_{t_0}^p \phi^2(r)dr \to \min_{u} \max_{v}. \]  
(11)
In this problem, the feasible control is the non-negative function $\phi(\cdot) \in L_2[t_0, p]$ and arbitrary function $u(t, z)$ with $|u(t, z)| \leq 1$. The feasible interference is the arbitrary function $v(t, z)$ with $|v(t, z)| \leq 1$. The motion $z(t)$ is determined as uniform limit of sequence of the polygonal lines
\[ z_\omega(t) = z_\omega(t_i) - \int_{t_i}^t \phi(r)a(r)dr u(t_i, z_\omega(t_i)) + \int_{t_i}^t b(r)dr v(t_i, z_\omega(t_i)), \]
t_i \leq t \leq t_{i+1}, \text{ with the diameter of partition } d(\omega) \to 0.

**Definition 1.** The solution of the problem [10], (11) is called the feasible control $\phi_0(t), u_0(t, z)$ and the number $V_0$ such that
1) for any feasible interference $v(t, z)$ and for any motion $z(t)$ with initial condition $z(t_0) = z_0$, which corresponds to $\phi_0(t), u_0(t, z)$ and $v(t, z)$, inequality
\[ |z(p)|f + \int_{t_0}^p \phi_0^2(r)dr \leq V_0 \]
holds;

2) for any feasible control $\phi(t)$, $u(t,z)$ and for any number $V < V_0$ there exists feasible interference $v(t,z)$ such that for any motion $z(t)$ with initial condition $z(t_0) = z_0$ generated by $\phi(t)$, $u(t,z)$ and $v(t,z)$, inequality

$$|z(p)|f + \int_{t_0}^{p} \phi^2(r)dr > V$$

holds.

**Optimality Conditions in Single-Type Problem**

Consider the problem \([10], \text{theorems } 8.1 \text{ and } 8.2\) in general case, when $z$, $u$, $v$ belongs to the space $R^n$, and $|\cdot|$ is the norm in $R^n$.

Fix a non-negative function $\phi(\cdot) \in L_2[t_0,p]$, a number $\varepsilon \geq 0$ and consider the differential game

$$\dot{z} = -\phi(t)a(t)u + b(t)v, \ |u| \leq 1, \ |v| \leq 1$$

(12)

with the terminal condition

$$|z(p)| \leq \varepsilon.$$  

(13)

For the completeness of the exposition we assume that the functions $a(t) \geq 0$ and $b(t) \geq 0$ are summable on the segment $[t_0,p]$ and $a(\cdot) \in L_2[t_0,p]$.

For such single-type game, L.S. Pontryagin \([9]\) constructed an alternating integral. It follows from its form that the initial position $z(t_0)$ belongs to the value of the alternating integral at the time moment $t_0$ if and only if:

$$f_1(\phi(\cdot)) = |z(t_0)| + \int_{t_0}^{p} (b(r) - \phi(r)a(r))dr \leq \varepsilon;$$

(14)

$$f_2(\phi(\cdot)) = \max_{t_0 \leq t \leq p} \int_{t}^{p} (b(r) - \phi(r)a(r))dr \leq \varepsilon.$$  

(15)

Denote

$$f(\phi(\cdot)) = \max(f_1(\phi(\cdot)); f_2(\phi(\cdot))),$$

(16)

$$w(z) = \frac{z}{|z|} \text{ for } |z| > 0 \text{ and } w(0) \text{ is any with constraint } |w(0)| = 1.$$

(17)

**Theorem 1** \([11], \text{theorems } 8.1 \text{ and } 8.2\). For initial state $t_0 < p$, $z(t_0) \in R^n$ in the game \([12], \text{ [13]}\), the control $u = w(z)$ guarantees the fulfilment of the inequality $|z(p)| \leq f(\phi(\cdot))$ for any function $|v(t,z)| \leq 1$ and for any realized motion $z(t)$. Control $v = w(z)$ guarantees the fulfilment of the inequality $|z(p)| \geq f(\phi(\cdot))$ for any function $|u(t,z)| \leq 1$ and for any realized motion $z(t)$.

From this theorem, using the formula \([16]\), we obtain that, if the inequalities \((14)\) and \((15)\) hold, then the control $u = w(z)$ guarantees the fulfilment of the inequality \((13)\) for any function $|v(t,z)| \leq 1$ and for any realized motion $z(t)$. If one of the inequalities \((14)\) and \((15)\) is not satisfied, then the control $v = w(z)$ guarantees the fulfilment of the opposite inequality $|z(p)| > \varepsilon$ for any function $|u(t,z)| \leq 1$ and for any realized motion $z(t)$.

Consider the problem

$$f_0(\varepsilon, \phi(\cdot)) = \varepsilon f + \int_{t_0}^{p} \phi^2(r)dr \to \min,$$

(18)

$$f_1(\phi(\cdot)) \leq \varepsilon, \ f_2(\phi(\cdot)) \leq \varepsilon, \ \varepsilon \geq 0, \ \phi(\cdot) \in L_2[t_0,p], \ \phi(t) \geq 0.$$  

(19)
Theorem 2 ([15]). Let us assume that \( \varepsilon_0 \geq 0 \) and \( \phi_0(t) \) are a solution of the problem (18), (19). Then the solution of the problem (10), (11) is the functions \( \phi_0(t) \), \( u = w(z) \) and the number \( V_0 = f_0(\varepsilon_0, \phi_0(\cdot)) \).

Theorem 3 ([15]). The solution in the problem (18), (19) exists.

Write down the sufficient conditions for which the number \( \varepsilon_0 \) and the function \( \phi_0(t) \) are the solution of the problem (18), (19).

Theorem 4 ([15]). Let us assume that the number \( \varepsilon_0 \) and the function \( \phi_0(t) : [t_0, p] \to \mathbb{R} \) satisfy the conditions (19). Let there exist a number \( \lambda \geq 0 \) and a function \( \theta(t) \) that is nondecreasing on the segment \([t_0, p]\) such that \( \theta(t_0) = 0 \) and

\[
\begin{align*}
\int_{t_0}^{p} \theta(r)(b(r) - \phi_0(r)a(r))dr & = \theta(p)\varepsilon_0, \\
\lambda \left( \int_{t_0}^{p} (b(r) - \phi_0(r)a(r))dr + |z(t_0)| - \varepsilon_0 \right) & = 0, \\
(f - \lambda - \theta(p))(\varepsilon_0 - \varepsilon) & \leq 0 \quad \text{for any } \varepsilon \geq 0, \\
\phi_0(t) & = \frac{a(t)}{2} (\lambda + \theta(t)) \quad \text{for } t \in [t_0, p].
\end{align*}
\]

Then the number \( \varepsilon_0 \) and the function \( \phi_0(t) \) are solution of the problem (18), (19).

Theorem 5 ([15]). Let us assume that the conditions of theorem 3 are fulfilled. Then there exists the solution \( \varepsilon_0, \phi_0(t) \) of the problem (18), (19), for which there exist a number \( \lambda \geq 0 \) and a nondecreasing function \( \theta : [t_0, p] \to \mathbb{R} \) with \( \theta(t_0) = 0 \) which satisfy the conditions (20)–(23).

Example

Write down the system of the differential equations (4)

\[
\begin{pmatrix}
\dot{\psi}_1 \\
\dot{\psi}_2
\end{pmatrix} = \begin{pmatrix} 0 & 0 \\ -1 & k \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad \psi_1(p) = 1, \quad \psi_2(p) = 0.
\]

The solution of this Cauchy problem is functions

\[
\psi_1(t) = 1, \quad \psi_2(t) = \frac{1}{k} \left( 1 - e^{(t-p)k} \right)
\]

Introduce a variable

\[
z = x_1 + \frac{1}{k} \left( 1 - e^{(t-p)k} \right) x_2 - \alpha_*.
\]

Then

\[
\dot{z} = -\phi_0 \frac{\beta}{k} \left( 1 - e^{(t-p)k} \right) u + \delta \frac{1}{k} \left( 1 - e^{(t-p)k} \right) v, \quad u = -\xi, \quad v = \frac{1}{\delta} \eta, \quad |v| \leq 1.
\]

Since \( z(p) = x_1(p) - \alpha_* \), the quality criterion takes the form

\[
|z(p)| f + \int_0^p \phi^2(t) dt \to \min_{u, \phi} \max_v.
\]
For considered problem we obtain
\[ b(t) = \frac{\delta}{k} (1 - e^{(t-p)k}) , \quad a(t) = \frac{\beta}{k} (1 - e^{(t-p)k}). \]

Therefore optimality conditions for the problem (18), (19) in considered example take the form
\[ |z(0)| + \frac{1}{k} \int_0^p (1 - e^{(r-p)k}) (\delta - \beta \phi_0(r)) dr \leq \varepsilon_0, \quad (24) \]
\[ \frac{1}{k} \max_{0 \leq \tau \leq p} \int_\tau^p (1 - e^{(r-p)k}) (\delta - \beta \phi_0(r)) dr \leq \varepsilon_0, \quad (25) \]
\[ \frac{1}{k} \int_0^p \theta(r) (1 - e^{(r-p)k}) (\delta - \beta \phi_0(r)) dr = \theta(p) \varepsilon_0, \quad (27) \]
\[ (f - \lambda - \theta(p)) (\varepsilon_0 - \varepsilon) \leq 0 \quad \text{for any } \varepsilon \geq 0, \quad (28) \]
\[ \phi_0(t) = \frac{\beta}{2k} (1 - e^{(t-p)k}) (\lambda + \theta(t)). \quad (29) \]

If \( \varepsilon_0 > 0 \), then (28) implies that \( \lambda = f - \theta(p) \). Since \( \lambda \geq 0 \) and \( \theta(p) \geq 0 \), then \( 0 \leq \theta(p) \leq f \). Take the function \( \theta(r) = 0 \) for all \( 0 \leq r \leq p \). Then (27) is satisfied, and the number \( \lambda = f > 0 \). Therefore, (29) implies that
\[ \phi_0(t) = \psi(t), \quad \text{where } \psi(t) = \frac{\beta}{2k} (1 - e^{(t-p)k}). \quad (30) \]

Since \( \lambda > 0 \), the conditions (24) and (26) become the equality
\[ \varepsilon_0 = |z(0)| + \frac{1}{k} \int_0^p (1 - e^{(r-p)k}) (\delta - \beta \psi(r)) dr. \quad (31) \]

Consider the condition (25). Let
\[ \delta - \beta \psi(0) \geq 0 \iff e^{-kp} \geq 1 - \frac{2k\delta}{\beta^2 f}. \quad (32) \]

Since the function \( \psi(t) \) (30) decreases, it follows from the preceding condition and from the equality \( \phi_0(r) = \psi(r) \) that \( \delta - \beta \phi_0(r) \geq 0 \) for all \( 0 < r \leq p \). Therefore the maximum value with respect to \( \tau \) on the left-hand side of (25) is achieved for \( \tau = 0 \) and it is positive. Therefore condition (25) follows from the formula (31).

Suppose that the inequality (32) is not satisfied. Since \( \delta - \beta \psi(p) = \delta > 0 \),
\[ \delta - \beta \psi(r) < 0 \quad \text{for } 0 \leq r < s \quad \text{and} \quad \delta - \beta \psi(r) > 0 \quad \text{for } s < r \leq p. \]

Here, the number
\[ s = p + \frac{1}{k} \ln \left(1 - \frac{2k\delta}{\beta^2 f}\right) \]
is the solution of the equation \( \delta - \beta \psi(s) = 0 \). In this case, the maximum value with respect to \( \tau \) on the left-hand side of (25) is achieved for \( \tau = s \), and it is positive. From this and from (31) we obtain that (25) is satisfied if

\[
|z(0)| \geq \frac{1}{k} \int_0^s \left(1 - e^{(r-p)k}\right) (\beta \psi(r) - \delta)dr.
\]  

(33)

Thus, if one of the inequalities (32) or (33) is satisfied, then the value of the optimal voltage is determined by the formula (30) (see fig. 2).

Write down one more solution when the inequality (32) is not satisfied and \( |z(0)| = 0 \).

We take a function \( \theta(r) \) for which

\[
\theta(0) = 0, \quad \theta(r) = \frac{\delta f}{\beta} \frac{1}{\psi(r)} \quad \text{for} \quad 0 < r \leq s \quad \text{and} \quad \theta(r) = f \quad \text{for} \quad s \leq r \leq p.
\]  

(34)

Note that this function increases. Then \( \lambda = 0 \). It follows from (29) that

\[
\phi_0(r) = \frac{\delta}{\beta} \quad \text{for} \quad 0 < r \leq s \quad \text{and} \quad \phi_0(r) = \psi(r) \quad \text{for} \quad s \leq r \leq p.
\]  

(35)

Substitute the functions (34) and (35) into (27). We obtain

\[
\varepsilon_0 = \frac{1}{k} \int_s^p \left(1 - e^{(r-p)k}\right) (\delta - \beta \psi(r))dr.
\]  

(36)

It follows from the equality \( \lambda = 0 \) that the conditions (26) are satisfied. The maximum value respect to \( \tau \) in (25) is reached when \( \tau = s \). Therefore it follows from (36) that inequality (25) is satisfied. Since \( |z(0)| = 0 \), the condition (24) is also satisfied.
Figure 3. Optimal voltage $\phi_0(t)$ in the case when (32) is not satisfied, but $|z(0)| = 0$.

It can be seen from the formula (35) that the value of the optimal voltage at the beginning is constant, and then it decreases (see Fig. 3).

**Conclusion**

In this paper, we consider the problem of controlling the rod, which is attached to the rotor of the electric motor. The control is the value of the voltage applied to the electric motor. The quality criterion is the sum of the angle deviation module that forms the rod with the vertical axis, at a given time, and the integral of the square of the voltage value. Taking the nonlinear addend in the Lagrange equation of this system as an interference, we obtained a linear control problem with an interference. The resulting linear problem is an example of a more general linear control problem in the presence of interference, in which the payoff consists of two components. The terminal part of the payoff depends on the modulus of a linear function of the phase vector. The integral part of the payoff is the integral on the segment of a degree of scalar function. Applying the results of the paper [15], we construct the optimal voltage for the following cases:

1) the condition (32) is satisfied;
2) the condition (32) is not satisfied, but the condition (33) is fulfilled;
3) the condition (32) is not satisfied, but $|z(0)| = 0$.

The solution in the remaining cases can be obtained similarly.
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