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ABSTRACT

This study presents an automatic segmentation of the brain tissues in Magnetic Resonance Image using a fusion of Spatial Fuzzy C-Means (sFCM) and K-Means Algorithms (sFCMKA). The segmentation of the standard FCM algorithm have been realized to be highly sensitive to noise and therefore fail in providing accurate results. The K-Means algorithm while having the advantage of simplified clustering results is disadvantaged for merely classifying pixels into just one cluster segment. In overcoming this problem, first, FCM algorithm incorporated with a spatial neighborhood function is presented to eliminate the effect of noise. Also, the K-Means algorithm is embedded to sort pixels in tissues which are not intertwined with another. Since they are non-overlapping tissues, such pixels are grouped in a singular cluster without having membership to another cluster segment. sFCMKA achieves this by placing a threshold parameter on pixels having contrasting cluster result from both algorithms and then reprocessed. The efficiency of the proposed algorithm is demonstrated by evaluating the results with the input image’s manual segmentation using the Jaccard similarity index, Dice coefficient and accuracy index. The results of the proposed algorithm depicts a far more admirable accuracy quality compared to existing clustering based segmentation methods.

INTRODUCTION

Automatic segmentation of Magnetic Resonance (MR) images is a key step in clinical studies, diagnosis and treatment planning of brain neuroimaging. The main objective of image segmentation is to partition objects in an image into different regions based on certain similarity properties such as pixel intensity, object’s texture and color [1]. The classification of brain tissues into Gray Matter (GM), White Matter (WM) and Cerebrospinal Fluid (CSF) helps to reveal the representation of the brain internal anatomy [2]. This helps medical specialist with intricate analysis and detection of diseases such as tumor, schizophrenia, Alzheimer and edema. Though manual segmentation is yet considered the gold standard, its processes are however quite cumbersome, time consuming and relies seriously on surgeon’s expertise which makes it susceptible to errors [3]. Nonetheless, the sophisticated nature of the brain structure which is devoid of well-defined boundary, as well as, the challenging process of generating the brain image via the available modalities constitute challenging issues [4],[5]. Thus, magnetic resonance imaging which remains the most widely used imaging modality have the problems of poorly outlined tissue regions, blur edges and abstemious topological layout [6]. These effects sum up the major problems in the processing of MR images which are generally referred to as intensity inhomogeneity and the partial volume effect. Many of the initial works have focused on the unsupervised techniques because of their simplicity and lesser data requirements. Some of such popular techniques include threshold method, clustering methods, region based and edge based segmentation [7].
K-means algorithm proposed by MacQueen in 1967 is a classical clustering technique implemented for the segmentation of the human brain [8]. With the aim of improving the algorithm’s high sensitivity to noise, a multithreaded framework incorporated with morphological operations using \( k \) number of clusters have been used to segment multiple MR slices [9]. A new efficient method of generating \( k \) cluster centers by reducing the mean square error of the final cluster have as well been researched. This is achieved by calculating the Euclidean distance of data points in determining initial cluster centroids rather than mere selection as in the standard K-means algorithm [10]. A novel method for searching initial centroid for the purpose of reducing computational time of K-Means algorithm was accomplished by transforming data points into positive space while computing them individually to the origin [11].

FCM algorithm yields much better segmentation results because of its ability to render varying degree of membership to pixels in different clusters [12]. However, the algorithm also faces the challenges of high sensitivity to noise and centroid selection which results in convergence of local minimum easily [13]. In overcoming this, a spatial neighborhood membership function has been proposed to eliminate the algorithms sensitivity to noise. This is done by creating a neighborhood window around pixels of each cluster center [14]. Also, an abstract representation of chromosomes in genetic algorithm have been proposed as an optimization solution for controlling the global centroid value of clusters [15].

[16] proposed an extension of the 2-D adaptive fuzzy algorithm for 3-D MR images which are not influenced by intensity inhomogeneities. They accomplished this by demonstrating the difference in the inhomogeneity brightness through multiplying the cluster centroids with a newly computed gain field, thusly guaranteeing the gain field is slowly varying and spatially. Likewise, a probabilistic framework which segments brain images based on the combination of tissue classification using distribution of Gaussian mixtures, and spatial prior brain atlas for registration have been implemented [17]. [18] utilized an integrated method which comprises anisotropic filters alongside snakes contouring techniques with a priori knowledge to segment the brain in MRI images. An automatic procedure was used to reconstruct the gray and white matter surface of the cerebral cortex by calculating the plane of least intensity variance along the curvature information and the normal orientation of the within cortex slab [19]. They worked with the assumption that cortical white matter does not border any tissues having higher intensity in T1-weighted MR images. A Generalized Expectation Maximization (GEM) algorithm to estimate model parameter and Markov random Fields (MRF) for incorporating contextual information in single and multispectral MR images has also been investigated [20]. The algorithm is initialized using brain atlases containing spatial location of various tissue classes.

With the individual strength and weaknesses of the K-means and FCM algorithms in mind is where this paper is proposed. This work proposes a fusion of both the K-means algorithm with FCM algorithm while incorporating a spatial neighborhood function to achieve an even more robust algorithm. The other sections of this research are arranged as follows. Section II discusses the standard K-means and FCM algorithms, along with the spatial neighborhood function added to the FCM algorithm while section III illustrates the proposed sFCMK algorithm. Section IV illustrates the experimental result and discussion explicitly while section V rounds up the paper with a conclusive summary of the work.
**BACKGROUND INFORMATION**

**K-Means Algorithm**

The standard K-means algorithm classifies data in an object into \( k \) clusters based on their similarity [21]. This similarity is determined by an objective function which measures the distance between pixels and cluster centers using the mean square error criterion such as Euclidean distance [22]. Pixels are then classified into clusters in which they have minimum distance. The Euclidean distance is calculated as:

\[
d = \left\| p(x, y) - c_k \right\|
\]

where \( d \) is the distance between the pixels \( p(x, y) \) and the cluster center \( C_k \) is represented as:

\[
c_k = \frac{1}{k} \sum_{x \in C_k} \sum_{y \in C_k} p(x, y)
\]

This process is continued until a predefined error value is satisfied. Although K-means has the great advantage of being easy to implement, it has certain drawbacks such as sensitivity to noise [23]. The quality of the final clustering result as well depends on the arbitrary selection of initial centroid. So, if the initial centroid is randomly chosen, different results would be generated for different initial centers [24].

**FCM Algorithm**

The FCM clustering algorithm is contrary to hard clustering techniques like K-means clustering in that images are divided into clusters and the pixels can belong to multiple clusters with varying degree of membership [25]. Given M-dimensional N data points represented by \( X_i \) (\( i = 1, 2, \ldots, N \)), the algorithm iteratively optimizes the cost function defined as [26]:

\[
J = \sum_{j=1}^{N} \sum_{i=1}^{n} \mu_{ij}^m d_{ij}
\]

where \( \mu_{ij} \) represents the membership function, \( m \) is the fuzziness of the function, \( d_{ij} \) represents the distance of pixels to their center and \( C \) represents the cluster centers [27]. The distance \( d_{ij} \) and membership function \( \mu_{ij} \) are defined as:

\[
d_{ij} = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m}
\]

\[
\mu_{ijm} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{ik}} \right)^{2/(m-1)}}
\]

The spatial FCM is proposed for the aim of minimizing the standard FCM algorithm’s sensitivity to noise [28]. It involves the summation of membership functions in the neighborhood of the individual pixel under consideration [29]. This makes it a robust tool for noisy image segmentation. The knowledge that neighboring pixels in images highly correlate with same feature data makes the spatial relationship of neighboring pixels an interesting idea for noise elimination [30]. When the spatial neighborhood is incorporated, the membership weighting of each cluster is altered by the cluster distribution in the neighborhood. This drastically reduces the effect of noise.
and biases the algorithm toward homogeneous clustering. In this work, a $5 \times 5$ neighborhood window is been used and the spatial information function of a pixel is defined as [31];

\[ h_{ij} = \sum_{k \in NB(x_j)} u_{ij} \]  

(6)

where spatial function $h_{ij}$ represents the probability that pixel $x_j$ belongs to the $i_{th}$ cluster and $NB(x_j)$ represents the local square window centered on image pixel $x_j$. Furthermore, with $p$ and $q$ being parameters to control the relative importance of membership, the spatial function is incorporated into the FCM membership function as [32]:

\[ u_{ij} = \frac{u_{ij}^p h_{ij}^q}{\sum_{k=1}^{c} u_{ik}^p h_{ik}^q} \]  

(7)

**PROPOSED SFCMK SEGMENTATION ALGORITHM**

In this paper, we propose an efficient brain segmentation technique called sFCMKA (Spatial Fuzzy C-Means and K-means Algorithm) for segmenting the brain into white matter (WM), grey matter (GM) and cerebrospinal fluid (CSF). This involves the fusion of K-means and sFCM algorithm. First, both algorithms are implemented. Since FCM algorithm classifies pixels into different clusters based on their degree of membership, it yields better result than the other hard clustering methods. However, because not all tissues of the brain are overlapped, this might cause some pixels to have a singular membership. This is complemented by the K-Means algorithm which segments pixels into just one cluster. The varying membership function of the FCM algorithm is complimented by the high probability observed in K-Means segmentation. Figure 1 below depicts the framework of the proposed algorithm.

![Figure 1. Flow diagram of the sFCMK algorithm.](image-url)
Image Denoising

A magnetic field is generated when electricity is passed through the coil of the principal magnet of an MRI. The resulting rapid pulses of electricity causes predictable changes in the field[33]. This yields tissue changes that can be measured and transformed into anatomic images. These images are not but with deterioration in quality due to circumstances such as limitations in the hardware, scanning times, movement of patients, or even the motion of molecules in the scanning subject. For this work, the OTSU algorithm is adopted to obtain specific tissue’s threshold value for its simplicity. Then, wiener algorithm which executes an optimal tradeoff between inverse filtering and noise smoothing to remove additive noise and inverts blurring simultaneously is implemented. Wiener filtering as a linear estimation of the original image minimizes the overall mean square error in the process of inverse filtering and noise smoothing and can be expressed in Fourier domain as[34]:

\[
W(f_1, f_2) = \frac{H^*(f_1, f_2)s_x(f_1, f_2)}{[H(f_1, f_2)]^2 s_x(f_1, f_2) + s_\eta(f_1, f_2)}
\]

where \(S_x(f_1, f_2)\), \(S_\eta(f_1, f_2)\) are respectively power spectra of the original image and the additive noise while \(H(f_1, f_2)\) denotes the blurring filter. It is easy to see that the Wiener filter has two separate part, an inverse filtering part and a noise smoothing part. It not only performs the deconvolution by inverse filtering (highpass filtering) but also removes the noise with a compression operation (lowpass filtering)[35]. The input MR image before and after denoising and filtering are depicted in Figure 2 below.

![Figure 2](image.png)

Skull Stripping

The removal of skull and other extra-meningeal tissues from the MRI volume is an imperative step in brain imaging analysis. This is done to ensure that brain analysis does not include non-brain tissues, hence increasing accuracy of the tissue segmentation [36]. Since the skull and CSF forms a circular path around each other and the brain tissues are all surrounded by the CSF. In this work, the canny edge detector is used to find the boundary between the CSF and the skull circumference. This is achieved by convolving the image to get the difference of the Gaussians wherever there are contrasting pixel intensities. A threshold value is set and all the brain tissue pixels are mapped up to have an all brain mask image [37]. This will replace the value of every pixel below the threshold naturally representing the skull as zero. The resulting image depicts a fairly tight mask of the brain tissues alone as indicated in Figure 3.
After both sFCM and K-Means algorithms are computed, the segmented results are then compared. Pixels having same clustered group in both the K-Means and sFCM algorithms are left to remain the same. Such pixels having corresponding clusters in both algorithm would have their cluster centers defined as:

\[
c_k = \left( \sum_{i=1}^{n} x_{ik} \right) / n + G_k \right] / 2
\]

(9)

where \( C_k \) is the cluster center of pixels having same segmented clusters in both algorithms. \( G_k \) denotes the K-means center for such \( k \)th cluster and \( n \) denotes the number of such pixels.

Now, pixels with contradicting clusters in sFCM and K-Means are reprocessed. Pixels classified into varying clusters in both methods with probability value less than 0.8 according to the K-means algorithm are allowed to maintain their segmented cluster resulting from the sFCM algorithm. This is because probability value ranging from 0.7 - 1 is generally accepted as a good classification value, as such, we chose the threshold value for our work as 0.8 to increase the algorithm’s accuracy.

Thereafter, pixels having varying clustered result in both algorithm with probability value \( \geq 0.8 \) according to the K-Means result are denied of their FCM membership and as such retain their originally clustered K-Means segment.

This makes perfect sense since there is probability that certain brain tissue pixels won’t have multiple membership. Such pixels are the ones having high statistical probability in the K-means algorithm. The evaluation of pixels having different clusters from both algorithm is given as:

\[
P_k = \begin{cases} g_k (p \geq 0.8) \\ d_k (else) \end{cases}
\]

(10)

where \( P_k \) represents pixels belonging to \( k \)th cluster, \( g_k \) represents pixels classified into their K-means clusters and \( d_k \) represents pixels classified into their FCM clusters.

**EXPERIMENT AND RESULTS**

The original T1-weighted brain MR image used for this experiment is provided by Hua Xi hospital, Chengdu in 2016. The segmented results are evaluated using Dice Similarity Coefficient (DSC), Jaccard similarity (JS) and Accuracy (A) index compared to the ground truth of the input image. The DSC and JS index are computed by:

\[
DSC = \frac{2|TP|}{|FP| + 2|TP| + |FN|}
\]

(11)
\[ JS = \frac{|TP|}{|TP| + |FP| + |FN|} \]  
(12)

where \( TP \) represents true positive, \( TN \) represents true negative, \( FP \) represents false positive and \( FN \) represents false negative as regards the pixels matching the segmented result and the ground truth. These metrics estimates the sensitivity and specificity of the segmented results. Likewise, the accuracy of the segmented result is computed as:

\[ \text{Accuracy (A)} = \frac{TP + TN}{TP + TN + FP + FN} \]  
(13)

All values ranges from 0 to 1 with better result recorded as the vale approaches 1. In comparing the results of the proposed method with the classic K-means and FCM results, it is vivid that sFCMKA yielded better results as shown in Figure 4 and TABLE II below.

![Figure 4. From left to right, result of all segmented tissues for (a) Standard FCM, (b) Standard K-Means, (c) sFCM algorithm and (d) sFCMK algorithm.](image)

The similarity and overlap values of the four algorithms; Fuzzy C-Means (FCM), K-Means, Spatial Fuzzy C-Means (sFCM) and the proposed spatial Fuzzy K-Means Algorithm (sFCMKA) are depicted in TABLE I above. It is seen from Figure 5 that the sFCMKA has much more improved results in both the Dice and Jaccard measures especially in white matter and grey matter tissues. This is reasonable due to (1), the noise effect handled by the sFCM. This ensures that noise was well eliminated with the help of the pixels neighborhood functions. (2) Also, because of the threshold value that K-Means introduces, pixels which are likely not to share clusters with one than more clusters are forced to have a singular group which they rightly belong to.

Likewise, as depicted in TABLE II above, unsurprisingly, the sFCMKA yielded better accuracy of which pixels are actually classified as CSF, WM and GM as compared to the other algorithms when varied against the ground truth results. The result of the CSF, WM and GW of the sFCMG algorithm are displayed in Figure 6.

CONCLUSIONS

Brain diagnosis and treatment requires accurate delineation of the brain underlying structures to be represented in a manner that can be readily analyzed. Till now, manual segmentation which is extremely time consuming and having variability challenges is yet considered the gold standard. Though the available techniques have been used to achieve quite good results, they often have challenges of sensitivity to noise or lack of fuzzy membership.

In the proposed technique, this was corrected by integrating the spatial function to the FCM algorithm to eliminate noise effects as well as the K-Means algorithm to achieve high probability
for pixels having singular membership. The results depicts that the proposed method yields very robust and accurate brain segmentation than many promising findings available.

Figure 5. From left to right, results of all segmented tissues, CSF, WM and GM for (a) Standard FCM, (b) Standard K-Means, (c) sFCM algorithm and (d) sFCMK algorithm.
TABLE I. JACCARD AND DICE SIMILARITY COEFFICIENT VALUES OF THE FOUR ALGORITHMS.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>CSF</th>
<th>WM</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>DSC</td>
<td>0.7492±0.0213</td>
<td>0.8604±0.0922</td>
<td>0.8730±0.0332</td>
</tr>
<tr>
<td></td>
<td>JS</td>
<td>0.7290±0.0723</td>
<td>0.7549±0.0372</td>
<td>0.8450±0.0565</td>
</tr>
<tr>
<td>K-Means</td>
<td>DSC</td>
<td>0.7002±0.0743</td>
<td>0.7383±0.0728</td>
<td>0.8404±0.0192</td>
</tr>
<tr>
<td></td>
<td>JS</td>
<td>0.7040±0.0377</td>
<td>0.7338±0.0078</td>
<td>0.8364±0.0341</td>
</tr>
<tr>
<td>sFCM</td>
<td>DSC</td>
<td>0.8455±0.0033</td>
<td>0.9139±0.0334</td>
<td>0.8934±0.0447</td>
</tr>
<tr>
<td></td>
<td>JS</td>
<td>0.8076±0.0562</td>
<td>0.9015±0.0904</td>
<td>0.9052±0.0028</td>
</tr>
<tr>
<td>sFCMKA</td>
<td>DSC</td>
<td>0.9238±0.0238</td>
<td>0.9486±0.0478</td>
<td>0.9504±0.0459</td>
</tr>
<tr>
<td></td>
<td>JS</td>
<td>0.8928±0.0722</td>
<td>0.9842±0.0399</td>
<td>0.9164±0.0956</td>
</tr>
</tbody>
</table>

TABLE II. ACCURACY INDEX VALUES OF THE FOUR ALGORITHMS.

<table>
<thead>
<tr>
<th>Method</th>
<th>CSF</th>
<th>WM</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>0.9542±0.0001</td>
<td>0.9967±0.0001</td>
<td>0.9922±0.0001</td>
</tr>
<tr>
<td>K-Means</td>
<td>0.9234±0.0000</td>
<td>0.9768±0.0000</td>
<td>0.9128±0.0000</td>
</tr>
<tr>
<td>sFCM</td>
<td>0.9888±0.0000</td>
<td>0.9991±0.0001</td>
<td>0.9977±0.0001</td>
</tr>
<tr>
<td>sFCMKA</td>
<td>0.9993±0.0002</td>
<td>0.9999±0.0000</td>
<td>0.9978±0.0001</td>
</tr>
</tbody>
</table>

Figure 6. sFCMKA segmentation results from left to right: CSF, WM and GM.
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