Partial Learning Machine: A New Learning Scheme for Feed Forward Neural Networks
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Abstract. As for the traditional Feed Forward Neural Network (FNN) learning methods such as Back-Propagation (BP) algorithms, the training methods waste much time with poor generalization ability. And for another learning scheme of FNN, Extreme Learning Machine (ELM), the training speed is increased dramatically with the cost of low accuracy and large fluctuation. In this paper, a new machine learning scheme named Partial Learning Machine (PLM) is proposed based on heuristic adjustment to general problems. The experimental results show that the training time of PLM is less than that of BP with better generalization ability. Moreover, PLM has less fluctuation and higher learning precision than ELM.

Introduction

With the development of in-depth research of machine learning, many classical Feed Forward Neural Networks (FNN) have been proposed. The perception is raised by Rosenblatt [1], which is a single layer FNN and the basis for FNN research. Until 1986, Rumelhart et al. [2] presented the error back-propagation (BP) algorithm for multi-layer FNN with nonlinear continuous transfer function, which finally reached Minsk’s vision on the multi-layer network.

The BP algorithm has been improved since it was introduced. Moller [3] has proposed a fast BP algorithm based on proportional conjugate gradient. Yamashita et al. [4] has conducted an in-depth analysis of the learning rate of this method. In general, BP algorithms embrace the characteristics of slow learning speed, high training precision, tendencies of falling into local minimum and weak generalization abilities and so on.

Aimed at the problems mentioned above in BP algorithms, Huang [5] has presented an extreme Learning Machine (ELM). A series of improved algorithms on ELM have been proposed, such as ELM algorithm combined with fuzzy sets, ELM based on group genetic algorithm [6], etc.

In order to combine the advantages of the two algorithms, we propose a new learning scheme called partial learning machine (PLM) for single hidden layer FNN. The characteristics of those three algorithms will be summarized and the future research directions of PLM algorithm should be discussed.

Partial Learning Machine

Introduction on Partial Learning Machines. In this section, we propose a new type of single hidden layer FNN which was named as partial learning machine (PLM).
We believe that different learning schemes should be used for solving problems with different difficulty levels: 1) ELM for the easy problems, 2) BP for the complex problems and 3) PLM for the common problems. The relationship between the difficulty of learning and the algorithm is shown in Fig. 1.

![Figure 1. The relationship between the difficulty of learning and algorithm.](image)

The differences among the three learning algorithms lie in the number of adjustment parameters, which is shown in Fig. 2. The more complex algorithms, the more parameters in different layers need to be adjusted. As the complexity of PLM is in the middle of ELM and BP, the adjustable parameters of PLM should be neither too large nor too small.

![Figure 2. The parameters to be adjusted of the three algorithms.](image)

**BP Algorithm and Extreme Learning Machine.** For N arbitrary distinct samples \((X_i,T_i)\), where \(X_i = [x_{i1}, x_{i2}, x_{i3}, \ldots, x_{im}]^T \in R^m\), \(Y_i \in R\). The model’s predictive output is represented by:

\[
O_j = \sum_{i=1}^{L} \beta_i g(\omega_i \cdot X_j + b_i) \quad , \quad j = 1, \ldots, N
\]

where \(L\) indicates the number of hidden neuron, \(\omega_i\) is the input weights of the hidden node, \(b_i\) is the bias of the hidden neuron, \(\beta_i\) represents the output weights, and \(g(x)\) is the activation function of the hidden neuron. The cost function is expressed as:

\[
E = \sum_{j=1}^{N} (O_j - Y_j)^2
\]

The hidden layer output matrix of the neural network is denoted by \(H\), then the Eq. 2 can be simplified as: \(E = \|H\beta - Y\|\).

The learning process is to find a set of parameters by adjusting the parameters of the neural network, which makes the cost function as small as possible. Besides, define the
adjustable parameter space of the network as \((W, b, \beta)\). The input weights of the network is defined as \(W = [\omega_1, \omega_2, \ldots, \omega_L]^T\), and the bias of hidden neurons is confined as \(b = [b_1, b_2, \ldots, b_L]^T\). Therefore, the objective function can be expressed as follows:

\[
\| H(W, b, \beta) - Y \| = \min_{w, b, \beta} \| H(W, b, \beta) - Y \|
\]  

(3)

The gradient-based learning algorithms are generally used to search the minimum of Eq. 3.

There are several issues on BP learning algorithms such as easily result in overfitting, cannot ensure that a global minimum will come out and sensitive to the setting of the learning rate.

In order to overcome the shortcomings of error back-propagation learning algorithm, Huang proposed a new learning algorithm for the single-layer FNN, which is called ELM, and proved that the existence of the output weights \(\hat{\beta}\) makes the cost function \(\| H\beta - Y \| \leq \epsilon\). ELM makes the cost function \(E\) as small as possible:

\[
\| H\hat{\beta} - Y \| = \min_{\beta} \| H\beta - Y \|
\]  

(4)

The calculation formula of the optimal output weights:

\[
\hat{\beta} = H^+ Y
\]  

(5)

where \(H^+\) is the generalized inverse of matrix \(H\) [7]. In the process of parameter adjustment, ELM don't have to adjust the input weights and the biases of the neural network, which could generate one of the least squares solutions of a general linear system \(H\beta = Y\).

**Heuristic Adjustment for Partial Learning Machine.** Reviewing those disadvantages of BP and ELM, a heuristic partial learning machine (PLM) is proposed. PLM is required to adjust output weights and hidden layer biases, the objective function is:

\[
\| H(b, \beta) - Y \| = \min_{b, \beta} \| H(b)\beta - Y \|
\]  

(6)

The output weights are calculated by the method of least square: \(\hat{\beta} = H^+ T\).

This paper puts forward a heuristic method to adjust the bias of the hidden neurons. The bias of the hidden neuron is adjusted in turn, and the following is the heuristic adjustment of the one hidden neuron.

The heuristic adjustment is divided into two stages:

The first stage: Calculating the initial size of the hidden layer bias, which is referred to the learning point. The bias of the hidden neuron needs to be adjusted significantly. Taking a part of the learning point in the set \(B\), \(B = \{0.1k | k = 1, \ldots, 9\}\), the Objective function is:

\[
\| H(b, \beta) - Y \| = \min_{b, \beta} \| H(b)\beta - Y \|
\]  

(7)

Where \(b_i \in B\), resulting in the current optimal learning point \(\hat{b}_i\) from set \(B\).

The second stage: The search set \(C\) is established on the basis of the optimal learning point \(\hat{b}_i\) in the first stage.
\[ C = \{ \hat{b}_k \cdot (1 - 0.01k) \mid k = -15, -14, \ldots, 14, 15 \} \]  

(8)

At this stage, the bias of the hidden layer neurons should be adjusted within a small range. In this case, the adjustment is made within 15% around the optimum learning point. And the current optimal learning point \( \hat{b}_i \) will be obtained in the same way as the stage 1, and updating the output weights \( \hat{\beta} \).

Combining the above heuristic adjustment methods, a single-layer feed forward neural network algorithm called partial learning machine (PLM) can be summarized as follows:

PLM algorithm: Given a training set \( \Phi = \{ (X_i, Y_i) \mid X_i \in R^n, Y_i \in R^n, i = 1, \ldots, N \} \), activation function \( g(x) \), hidden neuron number \( L \), input weights and the hidden neuron biases \( (\omega_i, b) \), and output weights \( \beta \).

Step 1: Assign the input weights and the hidden neuron biases \( (\omega_i, b) \) randomly.

Step 2: Calculate the output matrix of the hidden layer nodes \( H \).

Step 3: Calculate the output weights \( \hat{\beta} \).

\[ \hat{\beta} = H^T \]

Step 4: The first and second stages of the heuristic adjustment are performed on the hidden layer nodes in turn.

**Introduction to the Experimental Platform**

We estimate the performance from four aspects like training time, testing time, training RMSE and testing RMSE. In order to make a better analysis of the algorithm performance, 100 trials have been conducted for the three algorithms in each dataset.

The simulation experiment of three algorithms is carried out in MATLAB 2012a environment, running in a Intel Core i7-4710MQ, 2.5GHZ CPU. There are many different versions of the BP algorithm, a faster BP algorithm called Levenberg-Marquardt algorithm (LMA) is used in our simulations. The activation function used in PLM and ELM is a simple sigmoidal one \( g(x) = 1/(1 + \exp(-x)) \). In our experiments, all the inputs are normalized into \([0,1]\).

**Performance Evaluation**

In this section, the performance of the proposed PLM learning algorithm is compared with the popular algorithms of single hidden layer FNN like LMA and ELM. As for each case, both the training and testing dataset are randomly generated from its whole dataset before each simulation trial. Three classic datasets are used to test the performance of BP, ELM and PLM. For each data set are randomly divided into 70% of the training set and 30% of the testing set.

**Body Fat Dataset.** The data set was submitted by Roger Johnson. Nelson et al. [8] there are 252 samples in this dataset. In addition, there are 10 hidden nodes assigned for BP, ELM, and PLM. And the performance of the three different algorithms on the Body Fat dataset is illustrated in Table 1.
It can be seen from Table 1 that the training time value of BP is obviously larger than PLM and ELM. The new PLM runs 61.71 times faster than the BP. The BP trained all the parameters of the entire network, which leads to time-consuming. In the light of the similar testing time of the three algorithms, they have not listed for analysis.

As observed from Table 1 we obtain the following results about training RMSE: BP performs better than PLM and ELM in RMSE evaluation indicators. However, PLM achieves the best performance on indexes Std. Compared with BP, PLM has decreased by 27.02% in index Std. PLM is dropped by 14.14% in index Std when compared with ELM. It shows that PLM is more stable than BP and ELM.

In the testing set PLM are performing better than BP and ELM. BP is the worst performance due to its over fitting phenomenon. Compared with BP, PLM has decreased by 19.91% in index RMSE, 54.47% in index Std. Compared with ELM, the index RMSE of PLM has decreased by 2.34% and 3.91% in index Std. The results show that the generalization ability and stability of PLM is better than that of BP and ELM.

**Chemical Dataset.** There are 498 samples in this dataset [9]. The sample consists 8 inputs, 1 output. The number of hidden nodes of the three algorithms in this case is 20.

On the Chemical dataset, the performance of the three different algorithms is shown in Table 2.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time(s)</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training RMSE</td>
<td>Std</td>
<td>RMSE</td>
</tr>
<tr>
<td>BP</td>
<td>16.2575</td>
<td>0.8613</td>
<td>0.1558</td>
</tr>
<tr>
<td>ELM</td>
<td>0.0012</td>
<td>2.1126</td>
<td>0.0832</td>
</tr>
<tr>
<td>PLM</td>
<td>1.6179</td>
<td>1.9625</td>
<td>0.0787</td>
</tr>
</tbody>
</table>

BP has the longest training time and the average training time is about 10.05 times than that of PLM. Similar to the dataset 1, the training time of the BP algorithm on this dataset is still the longest.

As for training set. Seen from Table 2, we got the following results. Since all parameters are trained, the training time of BP is the longest. BP has the best performance in indexes RMSE. However, the training stability of BP is poor. PLM has decreased by 49.49% in index Std when compared with BP. Compared with ELM, PLM decreased by 7.10% and 5.41% separately in the index of RMSE and Std. It illustrates that PLM have a greater improvement in training accuracy than ELM, and the stability of the algorithm is better than BP.

As observed from testing set, it is clear that the index RMSE of PLM is the smallest and the generalization ability of PLM is the strongest while that of BP is the weakest. Compared with the BP, the PLM has decreased by 8.24% in index RMSE and 62.95% in index Std. Compared to ELM, the index RMSE is reduced by about 1.56%.

**Boston Housing Dataset.** This dataset was taken from the StatLib library which is maintained at Carnegie Mellon University. Raised by Harrison [10]. There are 506 samples in this dataset. The sample consists of 13 inputs, 1 output. There are 20 hidden nodes assigned for BP, ELM, and PLM. On the House dataset, the performance of the
three different algorithms is shown in Table 3. BP has the longest training time and the average training time is 11.84 times than that of the PLM.

Table 3. Performance comparison for Boston housing dataset (Dataset 3).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Time(s)</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>RMSE</td>
<td>Std</td>
</tr>
<tr>
<td>BP</td>
<td>19.3492</td>
<td>0.5027</td>
<td>0.7377</td>
</tr>
<tr>
<td>ELM</td>
<td>0.0017</td>
<td>4.7425</td>
<td>0.2340</td>
</tr>
<tr>
<td>PLM</td>
<td>1.6343</td>
<td>4.3988</td>
<td>0.2435</td>
</tr>
</tbody>
</table>

Table 3 indicates that the stability of PLM is much better than that of BP, and the training accuracy of PLM is greater than that of ELM. Compared with the BP, PLM has decreases by 66.99% in index Std. Compared with ELM; PLM has decreased by 7.25% in index RMSE and 6.14% in index Std respectively. There occurs a serious over-fitting phenomenon on BP algorithm in our simulations, as shown in Table 3.

As for the testing set, the two indexes (RMSE, Std) values are the smallest in PLM. PLM is 65.71% in index RMSE and 96.73% in index Std smaller than that of BP. The index Std of PLM is the smallest, which proves that PLM is more stable than ELM and BP.

Conclusions

According to the above experimental results, we can draw conclusions as follows: BP: slow learning speed, extremely high training accuracy, easily fall into local minima and poor generalization ability; ELM: especially fast learning speed, high training accuracy, large random fluctuation, ordinary generalization ability; PLM: fast learning speed, high training accuracy, strong generalization ability, tiny fluctuations and firm stability.

The adjustment in PLM is a kind of heuristic adjustment method. Other fast optimization methods such as gradient descent, conjugate gradient descent, particle swarm algorithm can be used to achieve the purpose of partial learning.
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